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Preface

The scope, complexity, and pervasiveness of computer-based and controlled systems continue to increase dramatically. The consequences of these systems failing can range from the mildly annoying to catastrophic, with serious injury occurring or lives lost, human-made and natural systems destroyed, security breached, businesses failed, or opportunities lost. As software assumes more of the responsibility of providing functionality and control in systems, it becomes more complex and more significant to the overall system performance and dependability.

It would be ideal if the processes by which software is conceptualized, created, analyzed, and tested had advanced to the state that software is developed without errors. Given the current state-of-the-practice, fewer errors are introduced, but not all errors are prevented. So even if we have the best people and use the best practices and tools, we are still imperfect beings, and it would be very risky to assume that the software we develop is error-free. This book examines the means to protect against software design faults and tolerate the operational effects of these introduced imperfections.

Chapter 1 provides definitions of several basic terms and concepts and a proposed reading guide. Chapter 2 presents various means of structuring redundancy so that it can effect software fault tolerance. Chapter 3 presents programming practices used in several software fault tolerance techniques, along with common problems and issues faced by various approaches to software fault tolerance.

The essence of this book is the presentation of the software fault tolerance techniques themselves. Design diverse techniques are presented in
Chapter 4, data diverse techniques in Chapter 5, and “other” techniques in Chapter 6. The decision mechanisms used with many of the techniques are presented in Chapter 7.

This book may be used as a reference for researchers or practitioners. It may also be used as a textbook or reference for a graduate-level software engineering course or for a course on software fault tolerance. A proposed navigational guide to reading the book is provided in Figure 1.1, Section 1.2.

Software fault tolerance is not a panacea for all our software problems. Since, at least for the near future, software fault tolerance will primarily be used in critical systems, it is even more important to emphasize that “fault tolerant” does not mean “safe,” nor does it cover the other attributes comprising dependability, such as reliability, availability, confidentiality, integrity, and maintainability (as none of these covers fault tolerance). Each must be designed-in and their, at times conflicting, characteristics analyzed. Poor requirements analysis will yield poor software in most cases. Simply applying a software fault tolerance technique prior to testing or fielding a system is not sufficient. Software due diligence is required!
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Introduction

Computer-based systems have increased dramatically in scope, complexity, and pervasiveness, particularly in the past decade. Most industries are highly dependent on computers for their basic day-to-day functioning. Safe and reliable software operation is a significant requirement for many types of systems, for instance, in aircraft and air traffic control, medical devices, nuclear safety, petrochemical control, high-speed rail, electronic banking and commerce, automated manufacturing, military and nautical systems, for aeronautics and space missions, and for appliance-type applications such as automobiles, washing machines, temperature control, and telephony, to name a few. The cost and consequences of these systems failing can range from mildly annoying to catastrophic, with serious injury occurring or lives lost, systems (both human-made and natural) destroyed, security breached, businesses failed, or opportunities lost. As software assumes more of the responsibility for providing functionality in these systems, it becomes more complex and more significant to the overall system performance and dependability.

Ideally, the processes by which software is conceptualized, created, analyzed, and tested would have advanced to the point where software could be developed without errors. The current state-of-the-practice is such that fewer errors are introduced, but unfortunately not all errors are prevented. Even if the best people, practices, and tools are used, it would be very risky to assume the software developed is error-free. There may also be cases in which an error, found late in the system’s life cycle and perhaps prohibitively expensive to repair, is knowingly allowed to remain in the system.
Examples of events, with a range of consequences, in which software is thought to be a contributing factor are briefly noted below. Additional examples of reported software-related accidents and incidents are related by Peter G. Neumann in *Computer Related Risks* [1] (Chapter 2) and in the archives of the Internet Risks Forum he moderates, by Nancy G. Leveson in *Safeware* [2] (appendixes), and by Debra S. Herrmann in *Software Safety and Reliability* [3] (Chapter 1).

- The aerospace industry has unique challenges and takes exceptional care in software development. Despite the care taken, several software-related incidents have caused widespread attention. A few examples include: problems in the backup tracking software delayed the launch of *Atlantis* (STS-36) for three days [4]; software on the space shuttle *Endeavor* (STS-49) effectively rounded near-zero values to zero, causing problems when attempting rendezvous with *Intelstat 6* [5–7]; and an *Apollo 11* software flaw made the moon’s gravity repulsive rather than attractive [1, 8].

- In January 1990, the AT&T system suffered a nine-hour United States–wide blockade [9] when one switch experienced abnormal behavior and attempted recovery. Because of a flaw in recovery-recognition software (in all 114 switches) and a network design that permitted propagation of the effects, the problem spread to all switches.

- During the Persian Gulf War, clock drift in the Patriot system caused it to miss a scud missile that hit an American barracks in Dhahran. The missile hit killed 29 people and injured 97 others. The clock drift was reportedly caused by the software’s use of two different and unequal representations (24-bit and 48-bit) of the value 0.1 [10–11]. As with most complex systems, the source of the resulting problem was multifaceted, in this case with software one of several problem sources.

- Several Airbus A320 problems (e.g., [12–16]) have been initially blamed on the pilots and their skills in handling anomalous situations. However, serious questions have been raised about the role software may have played in these incidents.

- Six known accidental massive radiation overdoses by the Therac-25 radiation therapy system had software error as their precipitating event. A thorough account of the Therac-25 accidents is provided in [17].
• A software problem caused radiation safety doors in the Sellafield, United Kingdom, nuclear reprocessing plant to be opened accidentally [18].

• A recent report outlined the impact of major system outages on various businesses, noting that the cost for a brokerage is $6.5 million per hour, the cost per hour for a credit-card authorization system is $2.6 million, and for an automated teller machine, $14,500 in automatic teller machine fees [19].

Increasing the dependability of software presents some unique challenges when compared to traditional hardware systems. Hardware faults are primarily physical faults, which can be characterized and predicted over time. Software does not physically wear out, burn out, or otherwise physically deteriorate with time (although it can be argued that the value of specific instances of data and software may degrade over time). Software has only logical faults, which are difficult to visualize, classify, detect, and correct. Software faults may be traced to incorrect requirements (where the software matches the requirements, but the behavior specified in the requirements is not appropriate) or to the implementation (software design and coding) not satisfying the requirements. Changes in operational usage or incorrect modifications may introduce new faults. To protect against these faults, we cannot simply add redundancy, as is typically done for hardware faults, because doing so will simply duplicate the problem. So, to provide protection against these faults, we turn to software fault tolerance.

1.1 A Few Definitions

To provide additional basis for the discussions in the remainder of this book, a few basic definitions are provided.

A fault is the identified or hypothesized cause of an error [20], sometimes called a “bug.” It can be viewed as simply the “consequence of a failure of some other system (including the developer) that has delivered or is now delivering a service to the given system” [21]. An active fault is one that produces an error.

An error is part of the system state that is liable to lead to a failure [21]. It can be unrecognized as an error (i.e., latent) or detected. An error may propagate, that is, produce other errors. Faults are known to be present when errors are detected.
A failure occurs when the service delivered by the system deviates from the specified service, otherwise termed an incorrect result [21]. This implies that the expected service is described, typically by a specification or set of requirements.

So, with software fault tolerance, we want to prevent failures by tolerating faults whose occurrences are known when errors are detected. The cycle—...failure→fault→error→failure→fault...—indicates their general causal relationship. The causal order is maintained, however the generality is exhibited when, for example, an error leads to a fault without an observed failure (if observation capabilities are not in place or are inadequate). Another example of the generality is when one or more errors occur before a failure due to those errors occurs. The classic definition [22, 23] of software fault tolerance is: using a variety of software methods, faults (whose origins are related to software) are detected and recovery is accomplished.

1.2 Organization and Intended Use

This book is organized as follows. The remainder of this chapter describes how software fault tolerance is an important means to achieve dependable software, the types of recovery used in fault tolerant software, and the types of redundancy used in software fault tolerance techniques. Redundancy alone is not sufficient for detecting and tolerating software faults. It requires some form of diversity to achieve software fault tolerance. Chapter 2 presents various means of structuring redundancy, for example, via forms of diversity, so that it can effect software fault tolerance. Some programming methods are used in several different software fault tolerance techniques or are simply important enough to discuss apart from the techniques in which they are used. These programming methods are discussed in Chapter 3, along with common problems and issues faced by various approaches to software fault tolerance.

The essence of this book is the presentation of the software fault tolerance techniques themselves, including the way they operate, usage scenarios, examples, and issues. The techniques are categorized and discussed according to type of diversity—design diverse techniques in Chapter 4, data diverse techniques in Chapter 5, and the catch-all “other” techniques in Chapter 6. Just as we were able to extract some issues and programming methods common to several software fault tolerance techniques, we can also extract and discuss the decision mechanisms (DM) used with many of the techniques. This is done in Chapter 7.
A word of caution is perhaps in order now: this book is not meant to be read straight through, particularly Chapters 4, 5, and 6. End-to-end reading may turn away even the most ardent admirer of software fault tolerance. Particularly in Chapters 4, 5, and 6, it may be best to select a technique of interest to learn about and investigate, rather than reading about all the techniques in a single sitting. The book may be used as a reference for researchers or practitioners. It may also be used as a textbook or reference for a graduate-level software engineering course or for a course on software fault tolerance. Figure 1.1 provides a proposed navigational guide to reading this book.

![Diagram](image)

**Figure 1.1** A proposed guide to reading this book.
1.3 Means to Achieve Dependable Software

We have stated that the need for dependable software in general, and software fault tolerance in particular, arises from the pervasiveness of software, its use in both critical and everyday applications, and its increasing complexity. In this section, the various technical means to achieve dependable software are briefly discussed.

The concepts related to dependable software can be classified in the form of a tree as shown in Figure 1.2 (adapted from [24]), a dependability concept classification. The tree illustrates the impairments, means, and attributes of dependability. The impairments, or those things that stand in the way of dependability, are faults, errors, and failures (discussed earlier). The attributes of dependability enable the properties of dependability and provide a way to assess achievement of those properties. Additional attributes can be derived from the properties of those listed. For example, the dependable system attribute security is derived from the properties of integrity, availability, and confidentiality.

![Dependability concept classification](Figure 1.2) Dependability concept classification. (After: [24].)
The means to achieve dependability falls into two major groups: (1) those that are employed during the software construction process (fault avoidance and fault tolerance), and (2) those that contribute to validation of the software after it is developed (fault removal and fault forecasting). Briefly, the techniques are:

- **Fault avoidance or prevention**: to avoid or prevent fault introduction and occurrence;
- **Fault removal**: to detect the existence of faults and eliminate them;
- **Fault/cause forecasting**: to estimate the presence of faults and the occurrence and consequences of failures;
- **Fault tolerance**: to provide service complying with the specification in spite of faults.

The remainder of this section investigates each of the techniques in more detail.

### 1.3.1 Fault Avoidance or Prevention

Fault avoidance or prevention techniques are dependability enhancing techniques employed during software development to reduce the number of faults introduced during construction. These avoidance, or prevention, techniques may address, for example, system requirements and specifications, software design methods, reusability, or formal methods. Fault avoidance techniques contribute to system dependability through rigorous specification of system requirements, use of structured design and programming methods, use of formal methods with mathematically tractable languages and tools, and software reusability.

#### 1.3.1.1 System Requirements Specification

The specification of system requirements is currently an imperfect process at best. A system failure may occur due to logic errors incorporated into the requirements. This results in software that is written to match the requirements, but the behavior specified in the requirements is not the expected or desired system behavior. This type of fault often occurs because software requirements specification lies at the intersection between software engineering and system engineering, and these two disciplines suffer from a lack of communication. All too often, software engineers tend to work in isolation from the rest of a system’s developers. This is especially problematic from the
safety standpoint, since the majority of safety problems arise from software requirements errors and not coding errors [2]. Some software engineering techniques support interactive refinement of requirements and engineering of the requirements specification process. However, a much larger part of existing software engineering techniques addresses only the errors that occur when the design and implementation of the requirements in a programming language do not match or satisfy the system requirements.

1.3.1.2 Structured Design and Programming Methods

Many structured software design and programming methods have been shown to be effective and are in common use. Most of them introduce structure to the design to reduce the complexity and interdependency of components. The principles of decoupling and modularization can be applied to software as well as system design. Further, information hiding encourages each component to encapsulate design decisions and “hide” them from other modules, while communicating only via explicit function calls and parameters. Each of these techniques reduces overall complexity of the software, making it easier to understand and implement and, hence, reduces the introduction of faults into the software.

1.3.1.3 Formal Methods

Formal methods have been used, particularly in the research community, to improve software dependability during construction. In these approaches, requirements specifications are developed and maintained using mathematically tractable languages and tools. Lyu [25] describes four goals of current formal methods studies: (1) executable specifications for systematic and precise evaluation, (2) proof mechanisms for software verification and validation, (3) development procedures that follow incremental refinement for step-by-step verification, and (4) every work item, be it a specification or a test case, is subject to mathematical verification for correctness and appropriateness.

Mathematical specifications of proofs of software properties tend to be the same size as the program, difficult to construct, and often harder to understand than the program itself. As a result, they can be just as prone to error as the software under scrutiny. Because of these concerns, formal methods have not been generally used on large projects. However, if a specific part of a system is indicated for risk mitigation, the analyst may find the size of the component small enough that the use of formal methods on that component is not prohibitive in terms of cost, time, or other resources.
1.3.1.4 Software Reuse
Software reuse is very attractive for a variety of reasons. Software reusability implies a savings in development cost, since it reduces the number of components that must be originally developed. It is also popular as a means of increasing dependability because software that has been well exercised is less likely to fail (since many faults have already been identified and corrected). In addition, object-oriented paradigms and techniques encourage and support software reuse. However, it is important to recognize that different measures of dependability may not be improved equally by reuse of software. For example, highly reliable software may not necessarily be safe.

1.3.1.5 Fault Avoidance/Prevention Summary
Interactive refinement of the user’s system requirements, the engineering of the software specification process, the use of good software programming discipline, and the encouragement of writing clear code are the generally accepted and employed approaches to prevent faults in software. These are fundamental techniques in preventing software faults from being created. Formal methods are very thorough, using mathematically tractable languages and tools to verify correctness and appropriateness. The major drawback of formal methods is that the size and complexity of the verification tends to be at least as great as that of the software under scrutiny, imposing a large overhead on the development process. This overhead is usually unacceptable, except for small components that are highly critical to the entire system. Fault prevention through reusability of code components is popular and can be quite helpful when the code to be reused has been proven dependable. The pitfall here is that simply reusing code does not ensure dependability, especially if the new requirements do not match the requirements to which the code was originally written. It is difficult to quantify the impact of fault avoidance techniques on system dependability. Despite fault prevention efforts, faults are created, so fault removal is needed.

1.3.2 Fault Removal
Fault removal techniques are dependability-enhancing techniques employed during software verification and validation. These techniques improve software dependability by detecting existing faults, using verification and validation (V&V) methods, and eliminating the detected faults. Fault removal techniques contribute to system dependability using software testing, formal inspection, and formal design proofs.
1.3.2.1 Software Testing
The most common fault removal techniques involve testing. An overview of software-testing techniques is provided by the author in [26]. The difficulties encountered in testing programs are often related to the prohibitive cost and complexity of exhaustive testing [27] (testing the software under all circumstances using all possible input sets). The key to efficient testing is to maintain adequate test coverage and to derive appropriate test quality measures. It follows that minimizing component size and interrelationships maximizes accurate testing.

Additional testing may be performed on components identified as critical to the system. This additional testing may reveal unforeseen problems or may increase the confidence in the predicted probability of failure for that component.

1.3.2.2 Formal Inspection
Formal inspection [28] is another practical fault removal technique that has been widely implemented in industry and that has shown success in many companies [29]. This technique is a rigorous process, accompanied by documentation that focuses on examining source code to find faults, correcting the faults, and then verifying the corrections. Formal inspection is usually performed by small peer groups prior to the testing phase of the life cycle.

1.3.2.3 Formal Design Proofs
Formal design proofs are closely related to formal methods. This emerging technique attempts to achieve mathematical proof of correctness for programs. Using executable specifications, test cases can be automatically generated to improve the software verification process. This technique is not currently fully developed and, as with formal methods, may be a costly and complex technique to use. However, if performed on a relatively small portion of the code (identified as critical during the risk identification stage), formal design proofs may be feasible. The successful completion of a formal proof may give the designer a high degree of confidence in predicting a very low probability of failure for a software artifact.

1.3.2.4 Fault Removal Summary
Software testing and formal inspections are commonly used fault removal techniques. They introduce rigor to the process of fault removal. It is important that these techniques are used efficiently and with more emphasis on software components that are critical to the system and its dependability.
Testing has its problems, too, and these should be kept in mind: it is not currently possible to exhaustively test a large, complex system; testing can show the presence, but not the absence of faults; it may be impossible to test under realistic conditions; and specification errors may not be visible until the system is used under operational conditions.

Formal design proofs, like formal methods, are based on mathematical methods. The disadvantages of formal design proofs are that they can be costly and complex to use and the method is not currently fully developed. Fault removal techniques determine whether the software matches the specified required behavior; they do not determine whether something has been left out of the requirements. Fault removal is imperfect, so fault forecasting and fault tolerance are needed.

1.3.3 Fault/Failure Forecasting

Fault forecasting, or failure forecasting, includes dependability enhancing techniques that are used during the validation of software to estimate the presence of faults and the occurrence and consequences of failures. Fault forecasting usually focuses on the reliability measure of dependability and is also known as software reliability measurement. It involves the formulation of a fault/failure relationship, an understanding of the operational environment, the establishment of reliability models, the collection of failure data, the application of reliability models by tools, the selection of appropriate models, the analysis and interpretation of results, and guidance for management decisions [25]. Fault forecasting techniques can help predict the effectiveness of additional testing efforts. Fault forecasting includes two types of activities: reliability estimation and reliability prediction.

1.3.3.1 Reliability Estimation

Reliability estimation determines current software reliability by applying statistical inference techniques to failure data obtained during system testing or during system operation [25]. Reliability estimation is thus a snapshot of the reliability that has been achieved to the time of estimation.

1.3.3.2 Reliability Prediction

Reliability prediction determines future software reliability based upon available software metrics and measures [25]. Different techniques are used depending on the software development stage. For example, before failure data becomes available through system testing or operation, predictions can only be made using what is available. At this early stage, that typically
includes information about the development process. When failure data becomes available, software reliability models can be verified so that future reliability predictions can be made.

1.3.3.3 Fault/Failure Forecasting Summary
The establishment of reliability models and their use is a complex discipline. Like fault removal techniques, fault forecasting techniques (such as operational reliability measurement) determine whether the software matches the specified required behavior. This reveals whether additional testing, fault tolerance, or other reliability-enhancing measures are needed. However, these techniques do not determine whether something has been left out of the requirements. Missing/incorrect requirements is one of the most fundamental impediments to software dependability. Fault/failure forecasting can indicate the need for fault tolerance.

1.3.4 Fault Tolerance
One way to reduce the risks of software design faults and thus enhance software dependability is to use software fault tolerance techniques. Software fault tolerance techniques are employed during the procurement, or development, of the software. They enable a system to tolerate software faults remaining in the system after its development. When a fault occurs, these techniques provide mechanisms to the software system to prevent system failure from occurring. Some of these techniques have been available for over 20 years and are well understood. There are many techniques available today for implementing software fault tolerance.

Software fault tolerance provides service complying with the relevant specification in spite of faults by typically using single version software techniques, multiple version software techniques, or multiple data representation techniques.

1.3.4.1 Single Version Software Environment
In a single version software environment, these techniques are used to partially tolerate software design faults—monitoring techniques, atomicity of actions, decision verification, and exception handling.

1.3.4.2 Multiple Version Software Environment
Design diverse techniques are used in a multiple version (or variant) software environment and utilize functionally equivalent yet independently developed software versions to provide tolerance to software design faults. Examples of such techniques include recovery blocks (RcB), N-version programming
(NVP), and \( N \) self-checking programming (NSCP). These techniques are described in Chapter 4.

1.3.4.3 Multiple Data Representation Environment
Data diverse techniques are used in a multiple data representation environment and utilize different representations of input data to provide tolerance to software design faults. Examples of such techniques include retry blocks (RtB) and \( N \)-copy programming (NCP). These techniques are described in Chapter 5.

1.3.4.4 Software Fault Tolerance Summary
Fault tolerance techniques are designed to allow a system to tolerate software faults that remain in the system after its development. They can provide fault tolerance capabilities for single version software environments and multiple version software environments (via design diversity and data diversity). Software fault tolerance techniques provide protection against errors in translating the requirements and algorithms into a programming language, but do not provide explicit protection against errors in specifying the requirements. Software fault tolerance techniques have been used in the aerospace, nuclear power, healthcare, telecommunications and ground transportation industries, among others.

1.4 Types of Recovery
Error recovery is part of the larger software fault tolerance process involving error (or fault) detection, diagnosis, isolation or containment, and recovery. The fault tolerance process is that set of activities whose goal is to remove errors and their effects from the computational state before a failure occurs. The process consists of:

- *Error detection*: in which an erroneous state is identified;
- *Error diagnosis*: in which the damage caused by the error is assessed and the cause of the error is determined;
- *Error containment/isolation*: in which further damages are prevented (or the error is prevented from propagating);
- *Error recovery*: in which the erroneous state is substituted with an error-free state.

Error recovery is performed using backward recovery or forward recovery.
1.4.1 Backward Recovery

When an error occurs in a program, the program generally enters a contaminated or erroneous state. Recovery techniques attempt to return the system to a correct or error-free state. Backward recovery attempts to do this by restoring or rolling back the system to a previously saved state. It is usually assumed that the previously saved state occurred before the fault manifested itself, that is, that the prior state is error-free. If it is not error-free, the same error may cause problems in the recovery attempt. System states are saved at predetermined recovery points. Recording or saving this previous state is called checkpointing. The state should be checkpointed on stable storage that will not be affected by failure. In addition to, and sometimes instead of, checkpointing, incremental checkpointing, audit trail, or logs may be used. Upon error detection, the system state is restored to the last saved state, and operations continue or restart from that state. If the failure occurred after the checkpoint was established, the checkpointed state will be error-free and after the rollback, the system state will also be error-free [30]. Figure 1.3 illustrates backward recovery.

There are several advantages to backward recovery over other recovery techniques.

![Diagram](image-url)  
*Figure 1.3* Backward recovery.
• Backward recovery can handle unpredictable errors caused by residual design faults if the errors do not affect the recovery mechanism [31].

• Backward recovery can be used regardless of the damage sustained by the state [32].

• Backward recovery provides a general recovery scheme—it has a uniform pattern of error detection and recovery, is application-independent, and does not change from program to program [32].

• Backward recovery requires no knowledge of the errors in the system state [33].

• The only knowledge required by backward recovery is that the relevant prior state is error-free [34].

• Backward recovery can handle transparent or permanent arbitrary faults.

• Backward recovery is particularly suited to recovery of transient faults. After recovery, the error may have gone away, and restarting with the checkpointed system state should not produce the same fault.

There are, however, a few disadvantages to the backward recovery approach.

• Backward recovery requires significant resources (i.e., time, computation, and stable storage) to perform checkpointing and recovery.

• The implementation of backward recovery often requires that the system be halted temporarily.

• If communication and coordination of interacting processes using backward recovery (e.g., nested recovery blocks) are not synchronized, a domino effect may occur. This happens when one process rolls back to its previous checkpoint, which in turn causes another process to roll further back (to its checkpoint), which in turn causes the first process to roll back further, and so on.

The backward recovery approach is the most generally applicable recovery technique for software fault tolerance. It is used frequently, despite its overhead. The RCB technique and most distributed systems incorporating software fault tolerance employ backward recovery.
1.4.2 Forward Recovery

As stated earlier, after an error occurs in a program, recovery techniques attempt to return the system to a correct or error-free state. Forward recovery attempts to do this by finding a new state from which the system can continue operation. This state may be a degraded mode of the previous error-free state. As an alternative to this state transitioning for recovery, forward recovery can utilize error compensation. Error compensation is based on an algorithm that uses redundancy (typically built into the system) to select or derive the correct answer or an acceptable answer. Figure 1.4 illustrates the forward-recovery concept. Note that redundant (diverse) software processes are executed in parallel. The redundancy provides a set of potential results or answers from which a fault detection and handling unit performs error compensation and selects or derives an answer deemed correct or acceptable. The NVP technique (see Chapter 4) is based on the forward-recovery concept and uses a fault detection and handling unit typically called an adjudicator (see Chapter 7 for a detailed discussion of adjudicators).

Error compensation may be performed in several ways. If used with self-checking components (see Chapter 4), then state transformation can be induced by switching from a failed component to a nonfailed one executing the same task. Error compensation may be applied all the time, whether or
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**Figure 1.4** Forward recovery using redundant processes.
not an error occurred. This is called fault masking and may be implemented using one of many available voting schemes (described in Chapter 7).

The advantages to forward recovery include:

- Forward recovery is fairly efficient in terms of the overhead (time and memory) it requires. This can be crucial in real-time applications where the time overhead of backward recovery can exceed stringent time constraints.

- If the fault is an anticipated one, such as the potential loss of data, then redundancy and forward recovery can be a useful and timely approach.

- Faults involving missed deadlines may be better recovered from using forward recovery than by introducing additional delay in rolling back and recovering.

- When the characteristics of a fault are well understood, forward recovery can provide the more efficient solution [33].

The disadvantages of forward recovery include:

- Forward recovery is application-specific, that is, it must be tailored to each situation or program.

- Forward recovery can only remove predictable errors from the system state [31].

- Forward recovery requires knowledge of the error.

- Forward recovery cannot aid in recovery if the state is damaged beyond “specificationwise recoverability” [32].

- Forward recovery depends on the ability to accurately detect the occurrence of a fault (thus initiating the recovery actions), predict potential damage from a fault, and assess the actual damage.

Forward recovery is primarily used when there is no time for backward recovery. Techniques using forward recovery include NVP, NCP, and the distributed recovery block (DRB) technique (which has the effect of forward recovery).
1.5 Types of Redundancy for Software Fault Tolerance

A key supporting concept for fault tolerance is redundancy, that is, additional resources that would not be required if fault tolerance were not being implemented. Redundancy can take several forms: hardware, software, information, and time. Redundancy provides the additional capabilities and resources needed to detect and tolerate faults.

Hardware redundancy includes replicated and supplementary hardware added to the system to support fault tolerance. It is perhaps the most common use of redundancy. Redundant or diverse software can reside on the redundant hardware to tolerate both hardware and software faults. Software redundancy includes the additional programs, modules, or objects used in the system to support fault tolerance. Information or data redundancy is sometimes grouped with software redundancy, but will be treated separately here. It includes the use of additional information with data (typically used for hardware fault tolerance) and additional data used to assist in software fault tolerance. Temporal redundancy involves the use of additional time to perform the tasks required to effect fault tolerance.

Several aspects of redundancy (e.g., hardware, software/information, and time) can be used in varying ranges (e.g., none, single, dual, and so on) in a single software fault tolerance technique. For example, the NVP technique (discussed in Chapter 4) may use three hardware units and three software variants, but no time or data redundancy. The scope of redundancy for fault tolerance is the use of any or all of the dimensions of redundancy and diversity to support software fault tolerance by a particular technique. This section describes and discusses each of these dimensions except hardware redundancy. Our focus is on those dimensions of redundancy that are used by software to protect against software failures.

1.5.1 Software Redundancy

Software redundancy (also called program, modular, or functional redundancy) includes additional programs, modules, functions, or objects used to support fault tolerance. The concept of software redundancy was borrowed from hardware fault tolerance approaches. Hardware faults are typically random, due to component aging and environmental effects. While the use of redundant hardware elements can effectively tolerate hardware faults, tolerance of software faults must employ other approaches. Software faults overwhelmingly arise from specification and design errors or implementation (coding) mistakes. To tolerate software faults, failures arising from these design and implementation problems must be detected.
Software design and implementation errors cannot be detected by simple replication of identical software units, since the same mistake will exist in each copy of the software. If the same software is copied and a failure occurs in one of the software replicas, that failure will also occur in the other replicas and there will be no way to detect the problem. (This assumes the same inputs are provided to each copy.)

A solution to the problem of replicating design and implementation faults is to introduce diversity into the software replicas. When diversity is used, the redundant software components are termed variants, versions, or alternates. Diversity can be introduced using many differing aspects of the software development process. This is discussed in detail in the following chapter.

The basic approach to adding diversity is to start with the same specification and have different programming teams develop the variants independently [35]. This results in functionally equivalent software components. The goals of increasing diversity in software components are to decrease the probability of similar, common-cause, coincident, or correlated failures and to increase the probability that the components (when they fail) fail on disjoint subsets of the input space. The achievement of these goals increases the system’s reliability and increases the ability to detect failures when they occur.

The use of diverse software modules requires some means to adjudicate, arbitrate, or otherwise decide on the acceptability of the results obtained by the variants. The component that performs this task is called the adjudicator (or decision mechanism). There are many available algorithms with which to perform adjudication. Since this adjudication module is not replicated and typically does not have an alternate, it is very important that it be free from errors itself. Adjudicators are described in detail in Chapter 7.

Software redundancy can be structured in many forms. As illustrated in Figure 1.5, the structure can vary depending on the underlying hardware. That is, the system can have (a) all replicas on a single hardware component, (b) replicas on multiple hardware components, or (c) the adjudicator on a separate hardware component. In addition, the software that is replicated can range from an entire program to a few lines of code (program segment) as shown in Figure 1.5(d). The choices to be made in structuring software redundancy are based on available resources and the specific application.

1.5.2 Information or Data Redundancy

As stated earlier, information (or data) redundancy is sometimes grouped with software redundancy. However, it will be treated separately to introduce
the concept of data diversity. Information or data redundancy includes the use of information with data and the use of additional forms of data to assist in fault tolerance. The addition of data to information is typically used for
hardware fault tolerance. Examples of this type of information redundancy include error-detecting and error-correcting codes.

Diverse data (not simple redundant copies) can be used for tolerating software faults. A data re-expression algorithm (DRA) produces different representations of a module’s input data. This transformed data is input to copies of the module in data diverse software fault tolerance techniques. Data diversity is presented in more detail in the following chapter. Techniques that utilize diverse data are described in Chapter 5.

1.5.3 Temporal Redundancy

Temporal redundancy involves the use of additional time to perform tasks related to fault tolerance. It is used for both hardware and software fault tolerance. Temporal redundancy commonly comprises repeating an execution using the same software and hardware resources involved in the initial, failed execution. This is typical of hardware backward recovery (roll-back) schemes. Backward recovery schemes used to recover from software faults typically use a combination of temporal and software redundancy.

Timing or transient faults arise from the often complex interaction of hardware, software, and the operating system. These failures, which are difficult to duplicate and diagnose, are called Heisenbugs [36]. Simple replication of redundant software or of the same software can overcome transient faults because prior to the reexecution time, the temporary circumstances causing the fault are then usually absent. If the conditions causing the fault persist at the time of reexecution, the reexecution will again result in failure.

Temporal redundancy has a great advantage for some applications—it does not require redundant hardware or software. It simply requires the availability of additional time to reexecute the failed process. Temporal redundancy can then be used in applications in which time is readily available, such as many human-interactive programs. Applications with hard real-time constraints, however, are not likely candidates for using temporal redundancy. The additional time used for reexecution may cause missed deadlines. Forward recovery techniques using software redundancy are more appropriate for these applications.

1.6 Summary

The need for dependable systems of all types and especially those controlled by software was posed and illustrated by example. We humans, being imperfect creatures, create imperfect software. These imperfections cannot
presently be tested or proven away, and it would be far too risky to simply
ignore them. So, we will examine means to tolerate the effects of the imper-
fections during system operation until the problem “disappears” or is han-
dled in another manner and brought to conclusion (for example, by system
shutdown and repair). To give a basis for the software fault tolerance tech-
nique discussion, we provide definitions of several basic terms—fault, error,
failure, and software fault tolerance. The basic organization of the book and a
proposed reading guide were presented, illustrating both basic and advanced
tours of the techniques.

To achieve dependable systems, it is necessary to use a combination of
techniques from four risk mitigation areas: fault avoidance, fault removal,
fault forecasting, and fault tolerance. Unfortunately, there is no single com-
bination of these techniques that is significantly better in all situations. The
conventional wisdom that system and software requirements should be
addressed early and thoroughly becomes more apparent as it is seen that later
efforts at risk mitigation cannot determine or compensate for requirements
specification errors. However, the effective use of risk mitigation techniques
does increase system dependability. In each case, one must creatively com-
bine techniques from each of the four areas to best address system constraints
in terms of cost, complexity, and effectiveness.

We have seen that neither forward nor backward recovery is ideal.
Their advantages and disadvantages were identified in this chapter. These
recovery techniques do not have to be used in exclusion of each other. For
instance, one can try forward recovery after using backward recovery if the
error persists [20].

Most, if not all, software fault tolerance techniques are based on some
type of redundancy—software, information, and/or time. The selection of
which type of redundancy to use is dependent on the application’s require-
ments, its available resources, and the available techniques. The detection
and tolerance of software faults usually require diversity (except in the case of
temporal redundancy used against transient faults).

Software fault tolerance is not a panacea for all our software problems.
Since, at least for the near future, software fault tolerance will primarily be
used in critical (for one reason or another) systems, it is even more important
to emphasize that “fault tolerant” does not mean “safe,” nor does it cover the
other attributes comprising dependability (as none of these covers fault toler-
ance). Each must be designed-in and their, at times conflicting, character-
istics analyzed. Poor requirements analysis will yield poor software in most
cases. Simply applying a software fault tolerance technique prior to testing or
fielding a system is not sufficient. Software due diligence is required!
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Structuring Redundancy for Software Fault Tolerance

In the previous chapter, we reviewed several types of redundancy often used in fault tolerant systems. It was noted then that redundancy alone is not sufficient for tolerance of software design faults—some form of diversity must accompany the redundancy. Diversity can be applied at several different levels in dependable systems. In fact, some regulatory agencies require the implementation of diversity in the systems over which they preside, in particular the nuclear regulatory agencies.


1. The applicant shall assess the defense-in-depth and diversity of the proposed instrumentation and control system to demonstrate that vulnerabilities to common-mode failures have been adequately addressed. The staff considers software design errors to be credible common-mode failures that must be specifically included in the evaluation.

2. In performing the assessment, the vendor or applicant shall analyze each postulated common-mode failure for each event that is evaluated in the analysis section of the safety analysis report (SAR) using best-estimate methods. The vendor or applicant shall demonstrate adequate diversity within the design for each of these events.
The digital instrumentation and control systems of which they speak are used to detect failures so that failed subsystems can be isolated and shut down. These protection systems typically use a two-out-of-four voting scheme that reverts to a two-out-of-three voter if one of the channels fails. The failed channel is taken out of service, but the overall service continues with the remaining channels.

The Canadian Atomic Energy Control (AECB) takes a similar stance in “Software in Protection and Control Systems” [2], as stated below:

To achieve the required levels of safety and reliability, the system may need to be designed to use multiple, diverse components performing the same or similar functions. For example, AECB Reg. Docs. R-8 and R-10 require 2 independent and diverse protective shutdown systems in Canadian nuclear power reactors. … The design should address this danger by enforcing other types of diversity (other than design diversity) such as functional diversity, independent and diverse sensors, and timing diversity.

In aviation, the regulatory situation differs, but the use of diversity is fairly common. In terms of regulation, the U.S. Federal Aviation Administration states in [3] that “since the degree of protection afforded by design diversity is not quantifiable, employing diversity will only be counted as an additional protection beyond the already required levels of assurance.”

To illustrate the use of diversity in an aviation system, look at Airbus, in which diversity is employed at several levels. Diverse software is used in the Airbus A-310, A-320, A-330, and A-340 flight control systems [4, 5]. The A-320 flight control system uses two types of computers that are manufactured by different companies, resulting in different architectures and microprocessors. The computers are based on different functional specifications. One of four diverse software packages resides on each control and monitoring channel on the two computers. The controller uses N-version programming (NVP) to manage the diverse software, enabling software fault tolerance.

This chapter will illustrate how redundancy is structured for software fault tolerance. We will start by taking a step back to examine robust software—software that does not use redundancy to implement fault tolerance. The majority of the chapter will examine design diversity, including issues surrounding its use and cost, case studies examining its effectiveness, levels of diversity application, and factors that influence diversity. Next, we will examine two additional means of introducing diversity for fault tolerance
purposes—data and temporal diversity. To assist in developing and evaluating software fault tolerance techniques, several researchers and practitioners have described hardware/software architectures underlying the techniques and design/implementation components with which to build the techniques. We will provide these results to assist the reader in developing and evaluating his or her own implementations of the techniques.

### 2.1 Robust Software

Although most of the techniques and approaches to software fault tolerance use some form of redundancy, the robust software approach does not. The software property robustness is defined as “the extent to which software can continue to operate correctly despite the introduction of invalid inputs” [6]. The invalid inputs are defined in the program specification. The definition of robustness could be taken literally and include all software fault tolerance techniques. However, as it is used here, robust software will include only nonredundant software that, at a minimum, properly handles the following:

- Out of range inputs;
- Inputs of the wrong type;
- Inputs in the wrong format.

It must handle these without degradation of those functions not dependent on the invalid input(s).

As shown in Figure 2.1, when invalid inputs are detected, several optional courses of action may be taken by the robust software. These include:

- Requesting a new input (to the input source, in this case, most likely a human operator);
- Using the last acceptable value for the input variable(s) in question;
- Using a predefined default value for the input.

After detection and initial tolerance of the invalid input, the robust software raises an exception flag indicating the need for another program element to handle the exception condition.
Examination of self-checking software [7] features reveal that it can reside under the definition of robust software. Those features are:

- Testing the input data by, for example, error detecting code and data type checks;
- Testing the control sequences by, for example, setting bounds on loop iterations;
- Testing the function of the process by, for example, performing a reasonableness check on the output.
An advantage of robust software is that, since it provides protection against predefined, input-related problems, these errors are typically detected early in the development and test process. A disadvantage of using robust software is that, since its checks are specific to input-related faults as defined in the specification, it usually cannot detect and tolerate any other less specific faults. Hence, the need exists for other means to tolerate such faults, mainly through the use of design, data, or temporal diversity.

2.2 Design Diversity

Design diversity [8] is the provision of identical services through separate design and implementations [9–11]. As noted earlier, redundant, exact copies of software components alone cannot increase reliability in the face of software design faults. One solution is to provide diversity in the design and implementation of the software. These different components are alternatively called modules, versions, variants, or alternatives. The goal of design diversity is to make the modules as diverse and independent as possible, with the ultimate objective being the minimization of identical error causes. We want to increase the probability that when the software variants fail, they fail on disjoint subsets of the input space. In addition, we want the reliability of the variants as high as possible, so that at least one variant will be operational at all times.

Design diversity begins with an initial requirements specification. The specification states the functional requirements of the software, when the decisions (adjudications) are to be made, and upon what data the decision-making will be performed. Note that the specifications may also employ diversity as long as the system’s functional equivalency is maintained. (When coupled with different inputs for each variant, the use of diverse specifications is termed functional diversity.) Each developer or development organization responsible for a variant implements the variant to the specification and provides the outputs required by the specification.

Figure 2.2 illustrates the basic design diversity concept. Inputs (from the same or diverse sources) are provided to the variants. The variants perform their operations using these inputs. Since there are multiple results, this redundancy requires a means to decide which result to use. The variant outputs are examined by a decider or adjudicator. The adjudicator determines which, if any, variant result is correct or acceptable to forward to the next part of the software system. There are a number of adjudication algorithms available. These are discussed in Chapter 7.
Figure 2.2 Basic design diversity.

When significant independence in the variants’ failure profile can be achieved, a simple and efficient adjudicator can be used, and design diversity provides effective error recovery from design faults. It is likely, however, that completely independent development cannot be achieved in practice [12]. Given the higher cost of design diversity, it has thus typically been used only in ultrareliable systems (i.e., those with failure intensity objectives less than $10^{-6}$ failure/CPH hour) [12].

A word about the cost of design diversity before we continue. It has been often stated that design diversity is prohibitively costly. Studies have shown, however, that the cost of an additional diverse variant does not double the cost of the system [13–16]. More recently, a study on industrial software [17] showed that the cost of a design diverse variant is between 0.7 and 0.85 times the cost of a nondiverse software module. The reason for the less-than-double cost is that even though some parts of the development process are performed separately for each variant (namely detailed design, coding, and unit and integration testing), others are performed for the software system as a whole (specifications, high-level design, and system tests). Note that the systemwide processes can limit the amount of diversity possible. In addition, the process of developing diverse software can take advantage of the existence of more than one variant, specifically, through back-to-back testing.

The remainder of this discussion on design diversity presents the results of case studies and experiments in design diversity, the layers or levels at which design diversity can be applied, and the factors that influence diversity.
2.2.1 Case Studies and Experiments in Design Diversity

There have been numerous experiments and case studies on design diversity, mainly on the NVP technique that employs design diversity. Bishop [18] presents a useful review of the research in this area. The focus of most of the research centers around the factors affecting the diversity of the faults encountered, the reliability improvement using NVP, and investigation of the independence assumption. (The independence assumption states that the failures of diverse versions will be independent and thus detectable.) Table 2.1 summarizes some typical experiments.

The summarized findings of the experiments are provided below [18].

- A significant proportion of the faults found in the experiments were similar.
- The major cause of the common faults was the specification. [Attempts to avoid this include use of diverse specifications and the N-version software process (see Section 3.3.3).]
- The major deficiencies in the specifications were incompleteness and ambiguity. This caused the programmer to make sometimes incorrect and potentially common, design choices.
- Diverse design specifications can potentially reduce specification-related common faults.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Specifications</th>
<th>Languages</th>
<th>Versions</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Halden, Reactor Trip</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>[19]</td>
</tr>
<tr>
<td>NASA, First Generation</td>
<td>3</td>
<td>1</td>
<td>18</td>
<td>[20]</td>
</tr>
<tr>
<td>KFK, Reactor Trip</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>[21]</td>
</tr>
<tr>
<td>NASA/RTI, Launch Interceptor</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>[22]</td>
</tr>
<tr>
<td>UCI/UVA, Launch Interceptor</td>
<td>1</td>
<td>1</td>
<td>27</td>
<td>[23]</td>
</tr>
<tr>
<td>Halden (PODS), Reactor Trip</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>[24]</td>
</tr>
<tr>
<td>UCLA, Flight Control</td>
<td>1</td>
<td>6</td>
<td>6</td>
<td>[25]</td>
</tr>
<tr>
<td>NASA (2nd Generation), Inertial Guidance</td>
<td>1</td>
<td>1</td>
<td>20</td>
<td>[26]</td>
</tr>
<tr>
<td>UI/Rockwell, Flight Control</td>
<td>1</td>
<td>1</td>
<td>15</td>
<td>[27]</td>
</tr>
</tbody>
</table>

Table 2.1
Summary of Some N-Version Programming Experiments.
(From: [18]. © 1995, John Wiley & Sons, Ltd. Reproduced with permission.)
• It was found that the use of relatively formal notations (see [20, 28]) was effective in reducing specification-related faults caused by incompleteness and ambiguity. The use of diverse specifications raises additional concerns, however, because the specifications may not be equivalent. In practice, a single good requirements specification is used unless it is shown that the diverse specifications are mathematically equivalent.

• In general, fewer faults seem to occur in strongly typed, tightly structured languages such as Modula 2 and Ada, while low-level assembler has the worst performance in terms of fault occurrence.

• The protocol for communication between the development teams and the project coordinator in the N-version design paradigm [25, 27] is key to the success of the resulting software. Also key is the presence of a good initial specification.

• A significant improvement in the reduction of identical and very similar faults was found by using the N-version design paradigm.

• An experimental test of the independence assumption [23, 29] rejected the assumption to a high level of confidence. The dependent failures were claimed to be due to design faults only, and not due to faults in the specification. Analysis of the faults showed that the programmers tended to make similar mistakes.

• A theoretical analysis of coincident failures [26] showed that if mistakes were more likely for some specific input values, then dependent failures would be observed.

• Littlewood and Miller [30] refined the previous finding to show that it was possible to have cases in which dependent failures occurred less frequently than predicted by the independence assumption. It is noted that the “degree of difficulty” distribution is not the same for all programmers and if this distribution can be altered using different development processes, then failures are likely to occur in different regions of the input space, and hence the failures would not be correlated.

• Masking of internal errors causes dependent failures to be observed even if the internal error rates are independent. Any output variable whose computation relies on masking functions (e.g., AND gates, OR gates, MIN and MAX functions, and selection functions such as IF/THEN/ELSE, case statements, and such) is likely to exhibit some dependent failures in diverse implementations.
• The reliability improvement in one study [27] showed an improvement factor of 13 for an average triple (set of three variants), not including the error correction capabilities of the voting system. With the voting system included, the average reliability improvement is increased to approximately 58.

Given these results, the main lesson to be gained from these experiments is that the performance of N-version software (diverse software) is severely limited if common faults are likely. The sources for these common failures are most probably common implementation mistakes and omissions and ambiguities in the requirements specification. Use of the N-version programming paradigm has been helpful in minimizing these risks. In addition, the use of metrics for identification of trouble spots in the program [31] may be useful in focusing diversification efforts.

### 2.2.2 Levels of Diversity and Fault Tolerance Application

There are two aspects of the level of fault tolerance application to consider. One is determining at what level of detail to decompose the system into modules that will be diversified. The other involves the determination of which layers of the system to diversify. To determine the level of decomposition for diversification, we must examine the trade-offs between small- and large-size components. Small components are generally less complex, and their use leads to DMs, or adjudicators, that are easier to handle. Larger components, however, are more favorable for effective diversity. Note also that those places where a decision takes place (decision points) are “nondiversity” points (and synchronization points for techniques such as NVP and N-self-checking programming (NSCP)) and must be limited [32]. These decision points are only required a priori for interaction with the environment in, for example, sensor data acquisition, delivery of orders to actuators, and interactions with operators [32].

Diversity can be applied to several layers of the system—hardware, application software, system software, operators, and the interfaces between these components. When diversity is applied to more than one of these layers, it is generally termed multilayer diversity.

The use of diverse hardware architectures provides the benefits of hardware diversity—protection of faults in the hardware manufacturing process and subsequent physical faults. This diversity has been primarily used to tolerate hardware component failures and external physical faults.
We have discussed the use of diversity at the application software level (and will examine the specific fault tolerance techniques in a later chapter). This is the most common form of diversity, typically used in safety-critical systems to provide either a fail-halt property or to ensure continuity of service. It has also been examined by several researchers (e.g., [33, 34], and others) as a guard against malicious faults. Several multiversion systems using both diverse hardware and software have been built—flight control computers for the Boeing 737-300 [35] and 717 [36]; the ATR.42, Airbus A-310, A-320 [37], A-330, and A-340 aircraft; and the four-version MAFT system [38].

Diversity at the operator-machine interface has been used to tolerate both hardware and software design faults. Dual or triple displays of diverse design and component technologies can be used by human operators in many types of systems, including air traffic control, airliner cockpits, nuclear power plant control rooms, and hospital intensive care facilities [39].

The major disadvantages of multilayer diversity are cost and speed. The cost of designing and implementing diversity in multiple layers can be prohibitive. In addition, the requirement to wait for the slowest component at each diversified layer is a critical drawback for real-time systems.

One way to add diversity at a potentially lower cost is systematic diversity, although it is typically used as a software technique for tolerating hardware faults. Some examples of systematic diversity are [40]:

- Utilization of different processor registers in the variants;
- Transformation of mathematical expressions;
- Different implementation of programming structures;
- Different memory usage;
- Using complementary branching conditions in the variants by transforming the branch statements;
- Different compilers and libraries;
- Different optimization and code-generation options.

### 2.2.3 Factors Influencing Diversity

It is important to understand the factors that influence the diversity of software so that resources may be put to use most effectively. The ultimate goal is to determine those factors whose influence on software diversity most affect a reduction in the likelihood of common mode failures. The collection of a
set of attributes that influence software diversity (in this case, the differences between two pieces of software) was gathered by Burke and Wall [41].

A model was developed to represent the resulting software in terms of both product and process attributes and the relationships between the attributes. The attributes include both those that have the potential to enhance and to inhibit diversity. For example, the software product attribute is decomposed into use and product profile attributes. These attributes are further broken down until leaf nodes such as number of loops and hazards containment techniques are found. The software process attribute is decomposed into the following subattributes: process profile, tools, personnel, and machines. Leaf nodes on this major branch include the attributes skill level and assurance of software tool. Some of these attributes may only be applicable to certain applications.

Inputs to the model are provided for the leaf nodes only, such as skill level, number of decision points, hardware dependencies, throughput, use of recursion, standards compliance, consistency, and actual proof coverage, to name a few. The resulting model output is a numerical measure indicating the degree of belief that the two software versions under consideration are diverse. Burke and Wall provide definitions for each of the attributes used in the model [41]. Wall elsewhere [42] gives the rules used in the model. Once a measure of diversity is known, it remains to be seen how that diversity in fact influences the reduction of the likelihood of occurrence of common-mode failures.

2.3 Data Diversity

Limitations of some design diverse techniques led to the development of data diverse software fault tolerance techniques. The data diverse techniques are meant to complement, rather than replace, design diverse techniques.

Ammann and Knight [43–45] proposed data diversity as a software fault tolerance strategy to complement design diversity. The employment of data diversity involves obtaining a related set of points in the program data space, executing the same software on those points, then using a decision algorithm to determine the resulting output. Data diversity is based on a generalization of the works of Gray, Martin, and Morris [46–48], which utilize data diverse approaches relying on circumstantial changes in execution conditions. These execution conditions can be changed deliberately to effect data diversity [45]. This is done using data re-expression to obtain logically equivalent variants of the input data. Data diverse techniques use data
re-expression algorithms (DRAs) to obtain their input data. Through a pilot study on data diversity [43–45], the N-copy programming (NCP) and retry block (RtB) data diverse software fault tolerance structures were developed. These techniques are discussed in Chapter 5.

The performance of data diverse software fault tolerance techniques depends on the performance of the re-expression algorithm used. Ammann and Knight [43–45] suggest that there are several ways to perform data re-expression and provide some insight on actual re-expression algorithms and their use. DRAs are very application dependent. Development of a DRA also requires a careful analysis of the type and magnitude of re-expression appropriate for each data that is a candidate for re-expression [45]. There is no general rule for the derivation of DRAs for all applications; however, this can be done for some special cases [49]. It has also been shown that DRAs exist for a fairly wide range of applications [50]. Of course, a simple DRA is more desirable than a complex one because the simpler algorithm is less likely to contain design faults.

A failure domain is the set of input points that cause program failure [51]. The failure region is the geometry of the failure domain. It describes the distributions of points in the failure domain and determines the effectiveness of data diversity. The input space of most programs is a hyperspace of many dimensions. For example, if a program reads and processes a set of 25 floating-point numbers, its input space has 25 dimensions. The valid program space is defined by the specifications and by tested values and ranges. Failure regions tend to be associated with transitions in the output space [45].

The fault tolerance of a system employing data diversity depends upon the ability of the DRA to produce data points that lie outside of a failure region, given an initial data point within a failure region. The program executes correctly on re-expressed data points only if they lie outside a failure region. If the failure region has a small cross section in some dimensions, then re-expression should have a high probability of translating the data point out of the failure region. Many real-time control systems and other applications can use DRAs. For example, sensors typically provide noisy and imprecise data; hence small modifications to those data would not adversely affect the application [43] and can yield a means of implementing fault tolerance. The performance of the DRA is much more important than the program structure (e.g., NCP, RtB, and so on) in which it is embedded [52].

Not all applications can employ data diversity. Those that cannot do so include applications in which an effective DRA cannot be found. This may include: applications that do not primarily use numerical data (although
character data re-expressions are possible), some that use primarily integer
data, some for which an exact re-expression algorithm is required (or where
approximation is not useful or that cannot afford or perform postexecution
adjustment), those for which a DRA that escapes the failure region cannot
be developed, and those for which the known re-expression algorithm(s) that
escape the failure region are resource-ineffective.

The remainder of this section provides an overview of data re-
expression, describes output sets and related types of data re-expression, and
illustrates examples of DRAs.

2.3.1 Overview of Data Re-Expression

Data re-expression is used to obtain alternate (or diverse) input data by gen-
erating logically equivalent input data sets. Given initial data within the
program failure region, the re-expressed input data should exist outside that
failure region. A re-expression algorithm, $R$, transforms the original input $x$
to produce the new input, $y = R(x)$. The input $y$ may either approximate $x$ or
contain $x$'s information in a different form. The program, $P$, and $R$ deter-
mine the relationship between $P(x)$ and $P(y)$. Figure 2.3 illustrates basic data
re-expression. The requirements for the DRA can be derived from character-
istics of the outputs.

Other re-expression structures exist. Re-expression with postexecution
adjustment (Figure 2.4) allows the DRA to produce more diverse inputs than
those produced using the basic structure. A correction, $A$, is performed on
$P(y)$ to undo the distortion produced by the re-expression algorithm, $R$. If
the distortion induced by $R$ can be removed after execution, then this
approach allows major changes to the inputs and allows copies of the pro-
gram to operate in widely separated regions of the input space [45].

In another approach, data re-expression via decomposition and recom-
bination (Figure 2.5), an input $x$ is decomposed into a related set of inputs

![Figure 2.3 Basic data re-expression method. (Source: [45], © 1988, IEEE. Reprinted with permission.) New data re-expression methods may be developed by variation on the basic method or by entirely new methods and algorithms.](image-url)
and the program is then run on each of these related inputs. The results are then recombined. Basic data re-expression and re-expression with postexecution adjustment allow for both exact and approximate DRAs (defined in the following section).

### 2.3.2 Output Types and Related Data Re-Expression

Requirements for a DRA can be derived from characteristics of the outputs. There exist three sets in the output space for a given input x (see Figures 2.6 and 2.7). The identical output set I contains all inputs y for which the correct output is the same (up to numerical error) as the correct output, given x as an input. Correct(\textit{in}, \textit{out}) is true if and only if (IFF), \textit{out} is the output required by the specification for input \textit{in}. \textit{P_{correct}} represents a correctly implemented specification. \textit{P_{correct}(x)} is the correct output for input \textit{x}. 

![Data re-expression with postexecution adjustment](image)

**Figure 2.4** Data re-expression with postexecution adjustment. (Source: [45], © 1988, IEEE. Reprinted with permission.) Data re-expression with postexecution adjustment can provide even more diversity than basic data re-expression.

![Data re-expression via decomposition and recombination](image)

**Figure 2.5** Data re-expression via decomposition and recombination. (Source: [45], © 1988, IEEE. Reprinted with permission.) Data re-expression via decomposition and recombination can also provide more diversity than basic data re-expression.
The valid output set $V$ is the set of all inputs $y$ for which a correct program produces an acceptable output, given $x$ as the actual input. $Valid(in, out)$ is true IFF $out$ is a valid or acceptable output for input $in$. Hence, $V$ is the set of all inputs $y$ for which a correct program produces an acceptable output given $x$ as the actual input.

The failure set $F$ represents all inputs $y$ for which the program fails to produce a correct or acceptable output. Elements of $F$ are, by definition, not enumerated. However, the effectiveness of data diversity is determined by the proportion of re-expressed points that lie in $F$. 

**Figure 2.6** Sets in the output space for a given $x$. These sets are important in the development of data re-expression algorithms.

**Figure 2.7** Data re-expression. Data re-expression alters the original input to yield a valid result.
Data re-expression in the set $I$, that is, selection of re-expressed inputs $y$ from $I$, is desirable because it is transparent outside the program and implementation of the error detection mechanism is simplified. DRAs resulting in values belonging to $I$ are called exact. These algorithms may preserve those aspects of the data that cause failure. It is easier to produce values in the set $V$ than in $I$, but error detection for members of $V$ is more difficult because of the problem of voting with multiple correct outputs. DRAs resulting in values belonging to the set $V$ are called approximate. Approximate DRAs may have a better chance than exact DRAs of escaping a failure region [45].

### 2.3.3 Example Data Re-Expression Algorithms

This section provides several examples of exact and approximate DRAs. An example of re-expression with postexecution adjustment provided in [45] follows. Suppose a program computes intersections of line segments. A DRA could alter the representation of the input by multiplying the input by a non-singular matrix. After execution of $P$, the distortion could be recovered by multiplying the program output by the inverse of the matrix.

For an example of an exact DRA, suppose we have a program that processes Cartesian input points. Also suppose that only the relative position of the points is relevant to the application at hand. An example of an exact DRA for this program would be one that translates the coordinate system to a new origin or one that rotates the coordinate system about an arbitrary point [45].

Another example of an exact DRA, this time for a sort function, is random permutation of the input. The re-expressed data is different from the original data, and it should yield identical output. Another exact DRA, this one for a sort function, is to subtract each input data value from a value larger than all the input data values. The output is simply related to the original and can be easily recovered through postexecution adjustment.

An example of an approximate DRA for sensor values is to introduce a low-intensity noise term into the sensor values used by a control system. Since sensor data generally has limited accuracy, this DRA should have little or no impact on the application, other than the desired fault tolerance contribution. Perturbing real-valued quantities within specified bounds provides this type of data diversity. This example is from [43]. One of the inputs to the programs the authors of [43] studied is a list of $(x, y)$ pairs representing radar tracks. To use data diversity, it was assumed that data obtained from the radar was of limited precision. A DRA moved each $(x, y)$ point to a random location on the circumference of a circle centered at $(x, y)$ and of some
small, fixed radius. Figure 2.8 shows how this algorithm re-expresses a set of three radar points.

An example of an exact DRA of the “re-expression via decomposition and recombination” type [45] considers a data diverse computation of the sine function. Assume the failure probability for the sine function in this example, on a randomly chosen input \( x \), is \( p \), where \( p < 1 \). Use the following trigonometric identifiers for computing \( \sin(x) \)

\[
\sin(a + b) = \sin(a) \cos(b) + \cos(a) \sin(b) \\
\cos(a) = \sin(\pi/2 - a)
\]

to rewrite

\[
\sin(x) = \sin(a) \sin(\pi/2 - b) + \sin(\pi/2 - a) \sin(b)
\]

\( a \) and \( b \) are real numbers such that \( a + b = x \). Suppose that \( \sin(x) \) is computed using three independent decompositions for \( x \) obtained by using three different values for each \( a \) and \( b \), and that a simple majority voter selects the output. Using the worst case assumption that all incorrect answers appear identical to the voter, a conservative estimate of the probability of computing an incorrect value for \( \sin(x) \) can be shown to be on the order of \( 48p^2 \) [44].

Data re-expression can be used on numeric data, character strings, differential equations, and other data representations. For example, combining tree transformations, data storage reordering, and code storage reordering (generation of code for subprograms in an arbitrary order) provide considerable diversity in the data processed by large fractions of a conventional compiler [45]. For example, Figure 2.9 [52] illustrates a simple tree

![Figure 2.8](image-url)
transformation for evaluating the expression \((a + b) \times c\). The figure shows three semantically identical trees that represent the given expression. Normally, compilers are designed to optimize such trees. For example, the third tree is undesirable from a performance standpoint because the variable \(c\) must be evaluated twice. From a data diverse standpoint, however, performance is not the major issue. In this example, the goal is to convert different trees representing the same expression into code. The different representations will encourage, for instance, a different allocation of registers to the values \(a\), \(b\), and \(c\).

Ammann and Knight [52] also caution that exact re-expression algorithms may have the defect of preserving precisely those aspects of the data that cause program failure. An exact re-expression algorithm may cause all inputs in the failure region to be re-expressed as other inputs in the failure region. An approximate DRA may have a higher probability of escaping the failure region. The DRA designer must fully understand the program and the characteristics of its input failure region (e.g., cross section) to provide a DRA that enables effective data diversity.

### 2.4 Temporal Diversity

Temporal diversity involves the performance or occurrence of an event at different times. For example, temporal diversity can be implemented by beginning software execution at different times or using inputs that are produced or read at different times. Temporal diversity can be an effective means of overcoming transient faults (as discussed in Section 1.5.3) because the temporary conditions that cause problems in one execution may be absent when the software is reexecuted.
Temporal diversity by using data produced at different times can also provide diverse inputs to a data diverse technique. Temporal skewing of input data was proposed by Martin [47] and by Morris [48]. Their two-version systems use data from adjacent real-time frames rather than from the same frame. The data differs because it is read from the sensors at different times. Each version is provided inputs from different time frames. A correction may be necessary prior to voting on the results to account for the different read times.

Figure 2.10 illustrates event timing for a sample temporally diverse system. Inputs are received at times \( t_i \), \( t_{i+1} \), and \( t_{i+2} \). The input received at time \( t_i \) is used by the software to produce its results. The results are checked by an adjudicator, say in this case, an acceptance test (AT). (Chapter 7 describes ATs, but for this example let’s assume the test checks the result against a maximum. That is, if the result is less than or equal to the maximum allowed value, it passes the AT. Otherwise, it fails the AT.) Suppose the result produced using the input received at time \( t_i \) fails the AT. Given this failure, our program accepts an input retrieved at time \( t_{i+1} \). The resulting program output passes the AT. If our scheme is set up to receive three inputs and accept the first that passes the AT, then the input retrieved at time \( t_{i+2} \) is discarded.

Temporal diversity can be used to tolerate transient faults by re-execution. It can also be used to provide diverse inputs for data or design diverse systems or, as illustrated in our example, for a simple temporally diverse, sequentially executed fault tolerance technique.

![Figure 2.10](image-url)  
*Figure 2.10* Sample illustration of temporal diversity.
2.5 Architectural Structure for Diverse Software

The typical systems for which software fault tolerance is applicable are highly complex. To aid in the avoidance of faults in the first place and the tolerance of those remaining faults, the system complexity must be controlled. Structuring the hardware and software components that comprise these systems is a key factor to controlling the complexity.

Laprie, et al. [32] describe two such structuring mechanisms—layering and error confinement areas. In structuring the system into layers, we want each layer to have the fault tolerance mechanisms to handle the errors produced in that layer. The fault tolerance mechanisms in each layer should handle the error recovery time performance and containment of error data propagation.

Error confinement areas [53] are described in terms of the system hardware and software architecture elements. These architectural elements are [32]:

- The elements providing the services necessary for application software to be executed, that is, hardware and executive software (termed a hardware component in this usage [32]);
- The application software variants.

Laprie, et al. [32] define a hardware error confinement area (HECA) as covering at least one hardware component. A software error confinement area (SECA) covers at least one software variant.

2.6 Structure for Development of Diverse Software

Another way to control the complexity of software fault tolerant systems is to provide a framework or structure for design and implementation. Several such frameworks exist (e.g., [54–57]) and share, in general, the following characteristics.

- They are based on the concept of an idealized fault-tolerant component [58, 59].
- They are recursive in nature—each component can be viewed as a system in itself [60].
- Many details of their implementation are made transparent to the users.
• They provide well-defined interfaces for the definition and implementation of fault tolerance schemes.

• They consist, in general, of three parts of a fault-tolerant component: the controller, redundant variants, and an adjudicator.

The controller orchestrates the operation of the fault tolerance technique by invoking the variants and using an adjudicator to determine the system result. The variants provide the same service, but through diverse software or data. The adjudicator selects a presumably correct system result from the results provided by the variants.

We will present the frameworks of Xu and Randell [54, 55] and Daniels, Kim, and Vouk [56] in this section. The Pullum and Duncan approach is presented in [57, 61].

2.6.1 Xu and Randell Framework

The basic building block used in the Xu and Randell framework is an idealized fault-tolerant component [55]. It receives requests for service and produces responses. If the component cannot satisfy a service request, it returns an exception. The idealized fault-tolerant component provides both normal and abnormal (i.e., exception) responses in the interface between interacting components. There are three classes of exceptional situations, in which some fault tolerance response is needed, identified for this framework as follows [55]:

- **Interface exceptions**: signaled when interface checks find that an invalid service request has been made to a component;
- **Local exceptions**: raised when a component detects an error that its own fault tolerance capabilities could or should deal with in the hope that the component would return to normal operations after exception handling;
- **Failure exception**: signaled to notify the component that made the service request that, despite the use of its own fault tolerance capabilities, it has been unable to provide the service requested of it.

The framework [54] for describing, comparing, and implementing various software fault tolerance schemes is illustrated in Figure 2.11. The framework consists of an idealized component that in turn consists of an
adjudicator subcomponent and a set of software variants. The controller invokes one or more of the variants, waits as necessary for such variants to complete their execution, and invokes the adjudicator to check on the results produced by the variants. As shown, each of the components can contain its own exception handler, and the framework structure is fully recursive.

The class hierarchy of Figure 2.12 illustrates how the application-specific software fault tolerance is constructed and how application programmers can define their own class hierarchies by inheritance. The control architecture is implemented by class sftFramework, which controls two abstract base classes—adjudicator and variant. The remainder of this subsection provides some details on the classes and use of the framework to develop a fault tolerant application. This information is derived from Xu and Randell [54], which may be referred to for additional details.
Software variants are implemented with the abstract base class `variant` [54]. (Code examples from Xu and Randell [54] are reproduced here with permission.)

```cpp
class variant
{
    ... ... //private variables and operations
public:
    virtual void variantDefinition(); //interface
    virtual void exceptionHandler1(...);
    virtual void exceptionHandler2(...);
    ... ...
};
```

The purpose of the `variant` class is to provide an interface through which the application programmer can develop specific program variants and, furthermore, the control architecture can organize the execution of these user-defined variants in order to provide either static or dynamic redundancy, as chosen by the application designer. Class `variant` is an abstract class. It is used only for deriving other classes, and not for creating class objects. The `variantDefinition()` function is intended to be
overridden in the derived classes, providing the application-specific variant
definitions.

An example application-specific variant, quickSort, is written in the
form of a derived class [54]. This part is developed by the application
programmer.

class quickSort : public variant
{ ... ...  //private attributes and class invariant
public:
  //user-defined sorting and other operations
  int variantDefinition(int);
  ... ...
  //user-defined handlers
  void exceptionHandler1(...);
  void exceptionHandler2(...);
  ... ...
};

Adjudicators are implemented with the base class adjudicator [54].

class adjudicator
{ ... ...  //private variables and operations
public:
  //standard adjudication operations
  virtual boolean acceptanceTest();
  virtual void voting(...);
  ... ...
  //handlers for errors in adjudicators
  void exceptionHandler1(...);
  void exceptionHandler2(...);
  ... ...
};

In practice, adjudication algorithms are usually application-specific. Similar
to the way application-specific variants are developed, the application
programmer can develop application-specific adjudication algorithms.

The function of the control architecture is to control the execution of
variants, to invoke the adjudicator, and to output the results or to report an
exception to the next higher level of the system. The control architecture is
implemented by the class sftFramework [54].
enum sftStatus {NORMAL, EXCEPTION, FAILURE...}
class sftFramework
{
  ...  ...  //private variables and operations
  adjudicator* pa;  //pointer to adjudicator
  variant* pv1;   //pointers to variants
  variant* pv2;
  ...  ...

public:
  //execution modes
  sftStatus recoveryBlock(...);
  sftStatus nVersionProgramming(...);
  sftStatus sequentialExecution(...);
  sftStatus dynamicExecution(...);
  ...  ...
  void exceptionHandler1(...);
  void exceptionHandler2(...);
  ...  ...
};

Class sftFramework involves a set of control modes corresponding to different software fault tolerance techniques, from which the programmer chooses the appropriate control modes to implement the desired fault-tolerant technique. The enum structure, sftStatus, enumerates the possible execution states of an execution mode. The return states are:

- NORMAL: A normal service;
- EXCEPTION: A possibly degraded service;
- FAILURE: No service.

The control modes available are defined as follows.

- Mode 1: *Conditionally sequential execution*. In this mode, the control program first saves the state of the system (providing for backward error recovery), then invokes variant 1 and calls the adjudicator. If variant 1 fails the adjudication check, the control program restores the state of the system and invokes another variant. An example technique using this mode is the recovery block (RcB) technique.

- Mode 2: *Full parallel execution*. In this mode, the control algorithm invokes all the variants and coordinates their execution through a synchronization regime. It then calls the adjudicator. If no single, presumably correct result is determined, an exception is signaled to
the higher level of the system. The NVP, NSCP, and \( t/(n - 1) \)-variant programming techniques are typical examples of this mode.

- **Mode 3: Fully sequential execution.** In this mode, the control architecture executes all the variants sequentially and then invokes the adjudicator for the selection of a correct result. Sequential NVP [62] and the certification trail scheme [63] are examples of this mode.

- **Mode 4: Dynamically adaptive execution.** In this mode, the control program organizes the execution of variants in a dynamic fashion. It always invokes a currently active set of variants and then calls the adjudicator. Once a correct result is obtained, it stops any further action immediately. If the current execution fails the adjudicator, the control program configures another set of variants to execute. The self-configuring optimal programming (SCOP) method [64, 65] employs this structure.

Given this framework, all the application programmer has to do to implement their fault-tolerant application is:

- Develop redundant variants of the parts of the overall program that they want to make fault-tolerant;
- Select a basic adjudication function or define a new adjudication function;
- Choose an appropriate control mode effective for the particular application requirements (reliability, performance, timeliness, efficiency, etc.) [54].

Suppose the programmer wants to implement a fault-tolerant application using the RCB technique. The programmer simply develops a module that defines the elements listed above, as shown in the sample below [54].

```c
sft_module
{
    ... ...
    sftFramework* pf;
    acceptanceTest* pa; //user-defined AT test
    variant1* pv[1] = &primary; //user-defined primary
    variant2* pv[2] = &alternate1; //user-defined alternates
    ... ...
    status = pf->recoveryBlock(pa, pv[], ... );
    ... ...
};
```
To use the NVP technique, the elements are defined as illustrated below [54].

```c
sft_module
{
    ... ...
    sftFramework* pf;
    exactVoting* pe; //user-defined voter
    variant1* pv[1] = &version1; //user-defined versions
    variant2* pv[2] = &version2;
    variant3* pv[3] = &version3;
    ...
    status = pf->nVersionProgramming(pe, pv[], ...);
    ...
};
```

### 2.6.2 Daniels, Kim, and Vouk Framework

Daniels, Kim, and Vouk [56] developed a general pattern for designing fault tolerant software applications—the **reliable hybrid pattern**. The pattern can be used to support development of fault-tolerant applications based on the classic NVP and RCB techniques, and those based on hybrid techniques such as consensus recovery block (CRB), acceptance voting (AV), and NSCP. This section describes the pattern as presented in [56] (with permission). For additional details, the reader is referred to [56].

The structure of the reliable hybrid pattern is illustrated in Figure 2.13. The elements in the pattern are defined below [56].

- **Client**: invokes the services of the reliable hybrid pattern master component when a fault tolerant service is requested.
- **Master**: requests service from two or more functionally equivalent but diverse software versions; sends the results of the version executions to the adjudicator subsystem; and receives results back from the adjudication subsystem and reports results back to the client.
- **Version**: abstract class that declares the common interface for software versions.
- **Version1..N**: executes the requested service and reports the results of execution back to the master.
- **Adjudicator**: abstract class that declares the common interface for adjudication algorithms.
- **Voter**: abstract class that declares the common interface for objects that implement voter-based techniques.

- **CV, MV, MLV, and other**: implements consensus voting (CV), majority voting (MV), maximum likelihood voting (MLV) and any other voting technique suitable for use with the voting interface.

- **Accep_Test**: abstract class that declares the common interface for objects that implement an RCB technique.

- **Recovery block simple (RBS)**: implements an RCB scheme and runs a simple acceptance test on the given version outputs.

- **Recovery block version (RBN)**: implements an RCB and uses version $N+1$ as the acceptance test on the given version outputs.

- **Hybrid**: declares and implements the common interface for objects that implement fault-tolerant techniques by recursively combining NVP, RCB, and already generated hybrid solutions.
The reliable hybrid pattern can be used to design many software fault tolerance techniques. Kim and Vouk provide the CRB design in [56]. We will postpone further discussion of specific techniques until Chapter 4.

2.7 Summary

Since redundancy alone is not sufficient to help detect and tolerate software design faults, some type of diversity must be present. This diversity can be applied at several levels and in several forms. This chapter explored the diversity of diversity as it can be used in software fault tolerance.

Robust software was examined first, just to mix things up, since it is an approach that does not use redundancy. Rather, it uses various means to check for and then handle invalid inputs.

Design diversity is the form of diversity most common and most studied in software fault tolerance techniques. Separate designs and implementations are used to provide identical services. Many studies and experiences have illustrated all sides of the issue of design diversity efficacy in avoiding dependent failures. Findings of these experiments were summarized and the reader was provided pointers to additional information and the original references.

Data diversity is based on the provision of different input data to the program to avoid anomalous areas in the input data space that cause faults. Several ways of providing data re-expression were described. We briefly touched on temporal diversity. It enables the production of data at different times to provide diverse inputs.

Frameworks for controlling complexity were presented—the Xu and Randell framework (based on an idealized fault-tolerant component) and the Daniels, Kim, and Vouk framework (based on the reliable hybrid pattern). Other frameworks exist, including the author’s [57, 61].

Inherent in any successful development of dependable software is the existence of a good requirements specification. It must exist for current software fault tolerance techniques to be successful, regardless of the amount and type of diversity.
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3

Design Methods, Programming Techniques, and Issues

Developing dependable, critical applications is not an easy task. The trend toward increasing complexity and size, distribution on heterogeneous platforms, diverse accidental and malicious origins of system failures, the consequences of failures, and the severity of those consequences combine to thwart the best human efforts at developing these applications. In this chapter, we will examine some of the problems and issues that most, if not all, software fault tolerance techniques face. (Issues related to specific techniques are discussed in Chapters 4 through 6 along with the associated technique.) After examining some of the problems and issues, we describe programming or implementation methods used by several techniques: assertions, checkpointing, and atomic actions. To assist in the design and development of critical, fault-tolerant software systems, we then provide design hints and tips, and describe a development model for dependable systems and a design paradigm specific to N-version programming (NVP).

3.1 Problems and Issues

The advantages of software fault tolerance are not without their attendant disadvantages, issues, and costs. In this section, we examine these issues and potential problems: similar errors, the consistent comparison problem (CCP), the domino effect, and overhead. These are the issues common to
many types of software fault tolerance techniques. Issues that are specific to individual techniques are discussed in Chapters 4 through 6, along with the associated technique. Knowing the existence of these problems and understanding the problems may help the developer avoid their effects or at least understand the limitations of the techniques so that knowledgeable choices can be made.

3.1.1 Similar Errors and a Lack of Diversity

As stated in the introductory chapter, the type of software fault tolerance examined in this book is application fault tolerance. The faults to be tolerated arise from software design and implementation errors. These cannot be detected by simple replication of the software because such faults will be the same in all replicated copies—hence the need for diversity. (We discussed the need for and experiments on diversity in Chapter 2.) Diversity allows us to be able to detect faults using multiple versions of software and an adjudicator (see Chapter 7). In this section, we examine the faults arising from a lack of adequate diversity in the variants used in design diverse software fault tolerance techniques and the problems resulting from a lack of diversity.

One of the fundamental premises of the NVP software fault tolerance technique (described in Section 4.2) and other design diverse techniques, especially forward recovery ones, is that the lack of “independence of programming efforts will assure that residual software design faults will lead to an erroneous decision by causing similar errors to occur at the same [decision point]” [1] in two or more versions. Another major observation is that “[NVP’s] success as a method for run-time tolerance of software faults depends on whether the residual software faults in each version are distinguishable” [2, 3]. The reason errors need to be distinguishable is because of the adjudicator—forward recovery design diverse techniques typically use some type of voter to decide upon or adjudicate the correct result from the results obtained from the variants. (Adjudicators are discussed in Chapter 7.)

The use of floating-point arithmetic (FPA) in general computing produces a result that is accurate only within a certain range. The use of design diversity can also produce individual variant results that differ within a certain range, especially if FPA is used. A tolerance is a variance allowed by a decision algorithm. Two or more results that are approximately equal within a specified tolerance are called similar results. Whether the results are correct or incorrect, a decision algorithm that allows that tolerance will view the similar results as correct. Two or more similar results that are erroneous are referred to as similar errors [1, 4], also called identical and wrong answers
(IAW). If the variants (functionally equivalent components) fail on the same input case, then a coincident failure [5] is said to have occurred. If the actual, measured probability of coincident variant failures is significantly different from what would be expected by chance occurrence of these failures (assuming failure independence), then the observed coincident failures are correlated or dependent [6–9].

When two or more correct answers exist for the same problem, for the same input, then we have multiple correct results (MCR) [10, 11]. An example of MCR is finding the roots of an nth order equation, which has n different correct answers. The current algorithms for finding these roots often converge to different roots, and even the same algorithm may find different roots if the search is started from different points. Figure 3.1 presents a taxonomy of variant results, the type of error they may indicate, the type of

![Figure 3.1 A taxonomy of variant results.](image_url)
failure the error may invoke, and the resulting success or failure detected. The arrows show the errors causing the failures to which they point.

Figure 3.2 illustrates some of these errors and why they pose problems for fault-tolerant software. In this example, the same input, A, is provided to each variant. Variants 1 and 2 produce results, \( r_1 \) and \( r_2 \), respectively, that are within a predefined tolerance of each other. Suppose a majority voter-type decision mechanism (DM) is being used. Then, the result returned by the decision mechanism, \( r^* \), is equal to \( r_1 \) or \( r_2 \) (or some combination of \( r_1 \) and \( r_2 \) such as an average, depending on the specific decision algorithm). If \( r_1 \) and \( r_2 \) are correct, then the system continues this pass without failure. However, if \( r_1 \) and \( r_2 \) are erroneous, then we have similar errors (or IAW answers) and an incorrect result will be returned as the “valid” result of the fault-tolerant subsystem. Since variants 1 and 2 received the same input, A, we also have a coincident failure (assuming a failure in our example results from the inability to produce a correct result). With the information given in this example, we cannot determine if correlated or dependent failures have occurred. This example has illustrated the havoc that similar errors can play with multiversion software fault tolerance techniques.

### 3.1.2 Consistent Comparison Problem

Another fundamental problem is the CCP, which limits the generality of the voting approach for error detection. The CCP [12, 13] occurs as a result of
finite-precision arithmetic and different paths taken by the variants based on specification-required computations. Informally stated, “the difficulty is that if \(N\) versions operate independently, then whenever the specification requires that they perform a comparison, it is not possible to guarantee that the versions arrive at the same decision, i.e., make comparisons that are consistent” [14]. These isolated comparisons can lead to output values that are completely different rather than values that differ by a small tolerance. This is illustrated in Figure 3.3. The following example is from [12].

Suppose the application is a system in which the specification requires that the actions of the system depend upon quantities, \(x\), that are measured by sensors. The values used within a variant may be the result of extensive computation on the sensor measurements. Suppose such an application is
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**Figure 3.3** Consistent comparison problem yields variant result disagreement.
implemented using a three-variant software system and that at some point within the computation, an intermediate quantity, $A(x)$, has to be compared with an application-specific constant $C_i$ to determine the required processing. Because of finite-precision arithmetic, the three variants will likely have slightly different values for the computed intermediate result. If these intermediate result values are very close to $C_i$, then it is possible that their relationships to $C_i$ are different. Suppose that two of the values are less than $C_i$ and the third is greater than $C_i$. If the variants base their execution flow on the relationships between the intermediate values and $C_i$, then two will follow one path and the third a different path. These differences in execution paths may cause the third variant to send the decision algorithm a final result that differs substantially from the other two, $B(A(x))$ and $C(A(x))$.

It may be argued that the difference is irrelevant because at least two variants will agree, and, since the intermediate results were very close to $C_i$, either of the two possible results would be satisfactory for the application. If only a single comparison is involved, this is correct. However, suppose that a comparison with another intermediate value is required by the application. Let the constant involved in this decision be $C_j$. Only two of the variants will arrive at the comparison with $C_j$ (since they took the same path after comparison with $C_i$). Suppose that the intermediate values computed by these two variants base their control flow on this comparison with $C_j$, then again their behavior will differ. The effect of the two comparisons, one with each constant, is that all variants might take different paths and obtain three completely different final results, for example, $D(B(A(x)))$, $E(B(A(x)))$, and $C(A(x))$. All of the results are likely to be acceptable to the application, but it might not be possible for the decision algorithm to select a single correct output. The order of the comparisons is irrelevant, in fact, since different orders of operation are likely if the variants were developed independently. The problem is also not limited to comparison with constants because if two floating-point numbers are compared, it is the same as comparing their differences with zero.

The problem does not lie in the application itself, but in the specification. Specifications do not (and probably cannot) describe required results down to the bit level for every computation and every input to every computation. This level of detail is necessary, however, if the specification is to describe a function in which one, and only one, output is valid for every input [15]. It has been shown that, without communication between the variants, there is no solution to the CCP [12].

Since the CCP does not result from software faults, an $n$-version system built from fault-free variants may have a nonzero probability of being unable
to reach a consensus. Hence, if not avoided, the CCP may cause failures to occur that would not have occurred in non-fault-tolerant systems. The CCP has been observed in several NVP experiments. There is no way of estimating the probability of such failures in general, but the failure probability will depend heavily on the application and its implementation [14]. Although this failure probability may be small, such causes of failure need to be taken into account in estimating the reliability of NVP, especially for critical applications.

Brilliant, Knight, and Leveson [12] provide the following formal definition of CCP:

Suppose that each of $N$ programs has computed a value. Assuming that the computed values differ by less than $\varepsilon$ ($\varepsilon > 0$) and that the programs do not communicate, the programs must obtain the same order relationship when comparing their computed value with any given constant.

Approximate comparison and rounding are not solutions to this problem. Approximate comparison regards two numbers as equal if they differ by less than a tolerance $\delta$ [16]. It is not a solution because the problem arises again with $C + \delta$ (where $C$ is a constant against which values are compared). Impractical avoidance techniques include random selection of a result, exact arithmetic, and the use of cross-check points (to force agreement among variants on their floating-point values before any comparisons are made that involve the values).

When two variants compare their computed values with a constant, the two computed values must be identical in order for the variants to obtain the same order relationship. To solve the CCP, an algorithm is needed that can be applied independently by each correct variant to transform its computed value to the same representation as all other correct variants [12]. No matter how close the values are to each other, their relationships to the constant may still be different. The algorithm must operate with a single value and no communication between variants to exchange values can occur since these are values produced by intermediate computation and are not final outputs. As shown by the following theorem, there is no such algorithm, and hence, no solution to the CCP [12].

Other than the trivial mapping to a predefined constant, no algorithm exists which, when applied to each of two $n$-bit integers that differ by less than $2k$, will map them to the same $m$-bit representation $(m + k \leq n)$. 
In the investigation of practical avoidance techniques for the CCP, the major characteristic that needs to be considered is whether or not the application has state information that is maintained from frame to frame, that is, whether or not the application maintains its history [12]. Systems and associated CCP avoidance techniques can be characterized as shown in Figure 3.4. Each of these types of systems and the avoidance technique proposed by Brilliant, Knight, and Leveson [12] are discussed in the following paragraphs. The immediate effect of inconsistent comparison on a system is that a consensus might not be reached. The extent of the resulting damage varies with the application and has a substantial impact on the effectiveness of measures designed to handle the damage [12]. The avoidance approach requires that enhancements be made to the implementation of an NVP system.

3.1.2.1 Systems with No History

Some simple control systems have no history and thus compute their outputs for a given frame using only constants and the inputs for that frame. If no consensus is reached in one frame and if the inputs are changing, then it is extremely unlikely that the lack of consensus will last for more than a short time. After a brief interval, the inputs should leave the region of difficulty. Doing so, subsequent comparisons will be consistent among the variants. Hence, the effects of the CCP in systems with no history are transient.

An avoidance approach, using confidence signals, for the CCP in systems with no history is described in [12]. Each variant determines, for itself, whether the values used in comparisons were close enough to warrant
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suspicion of inconsistency. If a possibly inconsistent solution is detected by the variant, it signals the voter of the event. The voter is unable to tell the difference between the occurrence of an inconsistent comparison and a failed variant, so it ignores the flagged variants’ results. The voter can then vote using the results from the variants that indicated confidence in their results. Hence, the fault tolerance may be reduced or even eliminated in this situation. System recovery under these circumstances is application dependent, but it may be possible to treat the situation as a single-cycle failure [12]. This approach requires fairly extensive modifications to the system structure. For example, each variant result would have to be supplemented by a confidence signal, and the voter would have to be modified to incorporate these signals into its decision-making logic.

3.1.2.2 Systems with Convergent States
The situation is much more complex for systems with history, that is, those that maintain internal state information over time. In these systems, the failure to reach a consensus may coincide with differences in the internal state information among the variants [12]. The duration of these internal state differences varies among applications.

In some applications, the state information is revised with the passage of time and, once the inputs have changed so that comparisons are again consistent, the variants may revise their states to also be consistent. In these systems with convergent states, the entire system is once again consistent and operation can safely proceed. An example [12] of this type of application is an avionics system in which the flight mode is maintained as internal state information. If the flight mode is determined by height above ground, then if a measurement is taken that is close to the value at which the mode is changed, different variants might reach different conclusions about which mode to enter. If the variants continue to monitor the height sensor, any inconsistency that occurs should be rapidly corrected.

Inconsistent comparisons may cause a temporary discrepancy among variant states in systems with convergent states. A confidence signal approach may also be used with these systems [12]. Each variant must maintain confidence information as part of its state. If a part of the system’s state information is based on a comparison that may be inconsistent, then the variant must indicate a “No confidence” signal to the voter for its results. The no confidence state for this variant remains until the system state is reevaluated. The time required to reevaluate the state is application dependent. During the reevaluation period the system is not fault tolerant. In addition, the time to reevaluate the state may be unacceptably long.
3.1.2.3 Systems with Nonconvergent States

Other applications (i.e., systems with nonconvergent states) determine and then never reevaluate some state information. An example [12] of this type system is sensor processing in which one variant may determine that a sensor has failed and subsequently ignore it. Other variants may not make the same decision at the same point in time, and, depending on subsequent sensor behavior, may never conclude that the sensor has failed. Hence, although the inputs change, the variants may continue to arrive at different correct outputs long after comparisons become consistent because the sets of state information maintained by the individual variants are different.

Once the variants in a system with nonconvergent states acquire different states, the inconsistency may persist indefinitely. Though no variant has failed, the variants may continue to produce different outputs. In the worst case, the NVP system may never again reach a consensus on a vote. There is no simple avoidance technique that can be used for systems with nonconvergent states. The only practical approach in systems of this type seems to be to revert to a backup or a fail-safe system [12].

3.1.3 Domino Effect

While the CCP of the previous section can generally affect design diverse forward recovery software fault tolerance techniques, the domino effect discussed here can generally affect backward recovery techniques. The domino effect [17] refers to the successive rolling back of communicating processes when a failure is detected in any one of the processes.

To implement software fault tolerance in concurrent systems (of multiple cooperating processes that communicate with each other via messages), one cannot simply apply some fault tolerance technique in each separate process. If this is done, then each process will have its own error detection mechanism and would establish its own recovery point(s). When one process detects an error and attempts recovery to its recovery point or checkpoint, this can result in an inconsistent global system state unless the other relevant processes are also rolled back. When rolling back the faulty process to its recovery point, the messages issued by that process may also be faulty, so they must be recalled [17, 18]. This recall will force the other processes to roll back to their recovery points that precede receipt of the recalled messages. This recovery and recall continues until the system reaches a stable state, which may be the initial state. This continual rollback and recall is the domino effect, resulting when recovery and communication operations are not
coordinated. This causes the loss of the entire computation that was performed prior to the detection of the initial error.

An example will help illustrate the domino effect (see Figure 3.5). (Similar examples are provided in [18–21] and others. The example provided here is derived from [22].) In the figure below, the communicating processes are labeled P1 and P2. At time T1, P1 detects an error and must roll back to recovery point R6. Because of the communications, C5, between P1 and P2, process P2 has to roll back to its recovery point R5. Because of this rollback, the effect of C4 has to be removed, so P1 has to roll back to R4. Because of C3, P2 has to roll back to R3. Because of C2, P1 has to roll back to R1 and because of C1, P2 has to roll back to R2. Now both processes have rolled back to their initial state at T0 and lost the computations performed between T0 and T1.

The avoidance of the uncontrolled rolling back evidenced by the domino effect is achieved if system consistent states, which serve as recovery points, can be established. A consistent state of a system conforms to the system’s correctly reachable states and the events history as reflected in the system behavior (its interface) [23]. A consistent state allows the system to achieve an error-free state that leads to no contradictions and conflicts within the system and its interfaces. All communications between processes and their order of occurrence are taken into account. To support consistency, some restrictions on the communication system must be enforced [23]:
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**Figure 3.5** The domino effect. *(Source: [22], © 1991, IEEE. Reprinted with permission.)*
• Communication delay is negligible and can be considered zero.

• Communication maintains a partial order of data transfer. All messages sent between a particular pair of processes are received at the destination in the order they were sent.

Consistent states can be determined statically or dynamically. The static approach is a language-based approach in which the consistent state is determined at compile time. At compile time a recovery line is set comprising a set of recovery points, one for each process, to which the processes will roll back. The conversation scheme [17, 24] is a well-known static approach and the oldest approach for overcoming the domino effect. In the conversation scheme, processes that are members of a conversation may communicate with each other, but not with processes outside the conversation. The processes must establish a recovery point when they enter a conversation, and all processes must leave the conversation together. This technique is discussed more in Chapter 4.

The dynamic approach uses stored information about communication and recovery points to set up a recovery line only after an error occurs. The programmer-transparent coordination scheme [18, 25, 26] is a dynamic approach that overcomes the domino effect by relying on an intelligent underlying machine. Detailed implementations of models and recovery protocols based on state descriptions can be found in the literature, such as in [27].

3.1.4 Overhead

The benefits of software fault tolerance do not come without a price. In this section, we examine the overhead incurred in the use of software fault tolerance in terms of space (memory), time, and cost. Given this information (and information specific to individual techniques presented in Chapter 4), one can make a more informed decision on the use of software fault tolerance.

Table 3.1 [28] provides a summary of the overhead involved in software fault tolerance for tolerating one fault. Overhead is described in terms of both structural overhead and operational time overhead. The table does not include overhead that is common to all approaches (including that overhead that should be present in non-fault-tolerant software) such as checking input variables to ensure their values are within a valid range or checking for results that are obviously grossly wrong. For example, the recovery block
### Table 3.1
Software Fault Tolerance Overhead for Tolerating One Fault *(From: [28], © 1995 John Wiley & Sons, Ltd. Reproduced with permission.)*

<table>
<thead>
<tr>
<th>Method Name</th>
<th>Structural Overhead</th>
<th>Operational Time Overhead</th>
<th>Systematic</th>
<th>On Error Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Diversified Software Layer</td>
<td>Mechanisms (Layers Supporting the Diversified Software Layer)</td>
<td>Decider</td>
<td>Variants Execution</td>
</tr>
<tr>
<td>RcB</td>
<td>One variant and one AT</td>
<td>Recovery cache</td>
<td>Acceptance test execution</td>
<td>Accesses to recovery cache</td>
</tr>
<tr>
<td>NSCP</td>
<td>Error detection by ATs</td>
<td>One variant and two ATs</td>
<td>Result switching</td>
<td>Input data consistency and variants execution synchronization</td>
</tr>
<tr>
<td></td>
<td>Error detection by comparison</td>
<td>Three variants</td>
<td>Comparators and result switching</td>
<td>Comparison execution</td>
</tr>
<tr>
<td>NVP</td>
<td>Two variants</td>
<td>Voters</td>
<td>Vote execution</td>
<td>Usually neglectable</td>
</tr>
</tbody>
</table>
(RcB) technique includes structural overhead for one variant, an acceptance test (AT), and its recovery cache and operational time overhead for executing the AT, accessing the recovery cache, and when an error is detected, executing an additional variant and the AT on the second variant’s results. We hold further discussion of the details of this table for the technique discussions of Chapters 4 through 6. It is provided here to briefly illustrate some of the non-cost-related overhead.

As discussed in Chapter 2, all the software fault tolerance techniques require diversity in some form and this diversity in turn requires additional space or time, or both. Xu, Bondavalli, and Di Giandomenico [29] provide an illustration (see Figure 3.6) that summarizes the space and time overheads of software fault tolerance techniques. Space is defined here as the amount of hardware, such as the number of processors, needed to support parallel execution of multiple variants. Time is defined for the figure as the physical time required to execute the variants sequentially. For example, the NVP technique requires additional space for its $n$ variants, so it is to the upper (right) side of the space continuum on the figure. It is also on the lower (top) side of the time continuum because all the variants are executed in parallel. (Xu, Bondavalli, and Di Giandomenico [29] developed a technique, self-configuring optimal programming (SCOP), presented in Chapter 6, that attempts to optimize
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these overheads.) For use here, the figure provides a basis for understanding the space and time requirements of, and possible trade-offs between, the software fault tolerance techniques being considered for use.

Software fault tolerance also introduces additional overhead in terms of costs. The cost-effectiveness of software has been the subject of debate for many years. The question usually posed is this: Is it better to devote the extra effort to develop the additional variants for diverse software or to devote that effort to the verification and validation (V&V) of one “really good” piece of software? (Halton [30] provides an interesting discussion of this question, favoring diversity.) Below we provide brief descriptions of experimental results on the cost of diversity, then continue with more specific cost information.

The following summaries provide brief overviews of experimental results on the costs of diversity. Note that, in general, the results indicate that the cost of threefold diversity (e.g., NVP with $n = 3$) is not three times that of a single development (it is less) and the cost of twofold diversity is less than twice that of a single development. In addition, not all parts of the software’s functionality are critical; that is, only a small part of the software may need to be made fault tolerant. Software fault tolerance may also be less expensive than alternative means of assurance. When examining the cost of software fault tolerance, it is useful to keep the focus on the cost implications on the overall project.

- Several experiments, for example [31–33], have shown that the development and maintenance costs for three-variant diversity can be twice that of a single development and less than double for two-variant diversity.

- The Ericsson company [32] found that, for their railway interlocking system, the costs of developing two functionally equivalent software variants is not double the cost of a single variant because: (a) not all parts of the system are critical, hence only the critical parts may require fault tolerance; (b) while the cost of program specification (design), coding, and testing is doubled, the cost of requirement specification, system specification, test specification, and system test execution is not doubled. In the Ericsson system [32], the majority of the system is concerned with complex computations to make train control decisions. The control commands are submitted to the interlocking software and only the interlocking software is diversely implemented.
• Panzl [34] found that two-variant development with back-to-back (comparison) testing increases the initial development cost by 77% (not a factor of 2), but reduced the number of residual errors from 69 to 2.

• Laprie, et al. [35] analyzed the cost of several software fault tolerance techniques and found that in a multiple variant software development project typical component cost is about 75% to 80% of single-variant costs.

• An experiment at the University of Newcastle upon Tyne estimated the RCB technique’s overhead for two variants to be 60% [36] (i.e., 0.8 times the cost of a non-fault-tolerant variant, a cost increase factor of 1.6).

• Another experiment estimated the cost of NVP for $n = 3$ variants at 2.26 times the cost of a one-variant program [37] (and a cost increase factor of 1.5 for $n = 2$). Hence, the cost of a variant in NVP was evaluated as 0.75 times the cost of a non-fault-tolerant variant.

• There are a number of models of the cost of fault-tolerant software [35, 38–43]. We will examine one of these in detail later in this section.

• Some industries, such as aircraft and nuclear power, are subject to official regulation. The costs of demonstrating safety in these industries can far outweigh the development costs. For example, over 500 person-years of effort in safety assessment [44, 45] (not including lost income associated with licensing delays) have been used in the Sizewell B nuclear power station computer-based protection system. In some cases, diversity (not necessarily software diversity) has been used to make a more convincing safety case.

• Acceptable alternatives to software fault tolerance may also increase the system’s cost. For example, formal methods can be used to prove that a program meets its specification (see Section 1.3.1.3). However, there are high costs associated with these alternatives and there remains the risk of faults within the process and results of these approaches.

Kanoun [46] provides the results of examining working hours recorded during the development of a real-life software system (composed of two self-checking diverse variants). Kanoun evaluated the cost overhead induced by the development of the second variant with respect to the cost of the
principal variant, which was considered as a reference. The results indicate this overhead varies from 15% to 134% according to the development phase (134% for coding and unit tests together; about 100% for integration tests, general tests, maintenance, and analysis; about 60% for specification analysis, design, and documentation; and 25% for functional specifications). The average was around 64% for all phases excluding the effort spent for requirement specifications and system tests. The average is between 42% and 71% if the requirement specification phase only is excluded (assuming the system test overhead is 0% and 100%, respectively). Kanoun’s results confirm those published in previous work (see above). The results are especially valuable since they were observed for a real system in an industrial environment (versus an experimental environment).

We will examine one of the cost models mentioned above in more detail. Laprie, et al. [35] examined the costs of several software fault tolerance techniques and provided a model for determining the cost of fault-tolerant software with respect to the cost of non-fault-tolerant software. Laprie starts with a cost distribution across life cycle phases for classical, non-fault-tolerant software (see Table 3.2, with these entries based on [47]). Since fault-tolerant software is used mainly with critical applications and the cost distribution is based on no specific class of software, [35] provides some multiplicative factors that depend on the particular lifecycle activity (from [48]).

To determine the cost of fault-tolerant software, factors are used to account for the overheads associated with the decision points and the DMs, and to account for the cost reduction in V&V caused by commonalities among variants. The commonalities include actual V&V activities (e.g., back-to-back testing) and V&V tools (e.g., test harnesses). Given the current state of the art, the values of these factors cannot be accurately estimated, but [35] provides reasonable ranges of values for the factors. The factors and their ranges from [35] are provided below.

- $r$ is the multiplier associated with the decision points, with $1 < r < 1.2$.

- $s$ is the multiplier associated with the decider, with $1 < s < 1.1$ for NVP (Section 4.2) and $N$ self-checking programming (NSCP) (Section 4.4) when error detection is performed through comparison, and $1 < s < 1.3$ for RcB (Section 4.1) and NSCP when error detection is performed through AT (Section 7.2). This difference reflects the differences in the deciders, that is, the fact that the
deciders are specific when they decide by AT and generic when they decide by comparison or vote.

- $u$ is the proportion of testing performed once for all variants (such as provision for test environments and harnesses), with $0.2 < u < 0.5$.
- $v$ is the proportion of testing, performed for each variant, that takes advantage of the existence of several variants (such as back-to-back testing), with $0.3 < v < 0.6$.
- $w$ is the cost-reduction factor for testing performed in common for several variants, with $0.2 < w < 0.8$.

The following expression gives the cost of fault-tolerant software ($C_{FT}$) with respect to the cost of non-fault-tolerant software ($C_{NF}$):

$$C_{FT}/C_{NF} = \rho_{req} + rs \rho_{spec} + \left[Nr + (s-1)\right]\left(\rho_{des} + \rho_{log}\right) + r\left[us + (1-u)N\left[ww + (1-v)\right]\right]\rho_{V\&V}$$

where $N$ is the number of variants, and $\rho_{req}$, $\rho_{spec}$, $\rho_{des}$, $\rho_{log}$, and $\rho_{V\&V}$ are the cost distribution percentages for requirements, specification, design, implementation, and V&V, respectively.

Table 3.3 gives the ranges for the ratio $C_{FT}/C_{NF}$ as well as the average values and the average values per variant. Examining this table’s results provides quantitative evidence for the qualitative statement that N-variant software is less costly than $N$ times a non-fault-tolerant software. The experimental cost results noted earlier in this section fall within the ranges noted in Table 3.3.

### 3.2 Programming Techniques

In this section, we describe several programming or implementation techniques used by several software fault tolerance techniques. The programming techniques covered are assertions, checkpointing, and atomic actions. Assertions can be used by any software fault tolerance technique, and by non-fault-tolerant software. Checkpointing is typically used by techniques that employ backward recovery. Atomic actions can also be used in non-fault-tolerant software, but are presented here primarily in the context of software fault tolerance in concurrent systems.
Table 3.2  
Software Cost Elements for Non-Fault-Tolerant Software  
(From [35], © 1990, IEEE. Reprinted with permission.)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Development</td>
</tr>
<tr>
<td>Development</td>
<td></td>
<td></td>
<td>Development and</td>
</tr>
<tr>
<td>Requirements</td>
<td>3%</td>
<td>1.3</td>
<td>8%</td>
</tr>
<tr>
<td>Specification</td>
<td>3%</td>
<td>1.3</td>
<td>8%</td>
</tr>
<tr>
<td>Design</td>
<td>5%</td>
<td>1.3</td>
<td>13%</td>
</tr>
<tr>
<td>Implementation</td>
<td>7%</td>
<td>1.3</td>
<td>19%</td>
</tr>
<tr>
<td>V&amp;V</td>
<td>15%</td>
<td>1.8</td>
<td>52%</td>
</tr>
<tr>
<td>Maintenance*</td>
<td>67%</td>
<td></td>
<td>54%</td>
</tr>
</tbody>
</table>

* Of this, 20% is for corrective maintenance, 25% is for adaptive maintenance, and 55% is for perfective maintenance [47].

Table 3.3  
Cost of Fault-Tolerant Software Versus Non-Fault-Tolerant Software  
(From [35], © 1990, IEEE. Reprinted with permission.)

<table>
<thead>
<tr>
<th>Faults Tolerated</th>
<th>Fault Tolerance Method</th>
<th>N</th>
<th>(C_{FT}/C_{NFT}) Minimum</th>
<th>(C_{FT}/C_{NFT}) Maximum</th>
<th>(C_{FT}/C_{NFT}) Average</th>
<th>(C_{FT}/N_{NFT}) Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ReB</td>
<td>2</td>
<td>1.3</td>
<td>2.17</td>
<td>1.75</td>
<td>0.88</td>
</tr>
<tr>
<td>1</td>
<td>NSCP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AT</td>
<td>2</td>
<td>1.3</td>
<td>2.17</td>
<td>1.75</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Comparison</td>
<td>4</td>
<td>2.24</td>
<td>3.77</td>
<td>3.01</td>
<td>0.75</td>
</tr>
<tr>
<td>1</td>
<td>NVP</td>
<td>3</td>
<td>1.78</td>
<td>2.71</td>
<td>2.25</td>
<td>0.75</td>
</tr>
<tr>
<td>2</td>
<td>ReB</td>
<td>3</td>
<td>1.78</td>
<td>2.96</td>
<td>2.37</td>
<td>0.79</td>
</tr>
<tr>
<td>2</td>
<td>NSCP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>AT</td>
<td>3</td>
<td>1.78</td>
<td>2.96</td>
<td>2.37</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Comparison</td>
<td>6</td>
<td>3.71</td>
<td>5.54</td>
<td>4.63</td>
<td>0.77</td>
</tr>
<tr>
<td>2</td>
<td>NVP</td>
<td>4</td>
<td>2.24</td>
<td>3.77</td>
<td>3.01</td>
<td>0.75</td>
</tr>
</tbody>
</table>
3.2.1 Assertions

Assertions are a fairly common means of program validation and error detection. As early as 1975, Randell [17] presented executable assertions as central to the design of fault-tolerant programs. An executable assertion is a statement that checks whether a certain condition holds among various program variables, and, if that condition does not hold, takes some action. In essence, they check the current program state to determine if it is corrupt by testing for out-of-range variable values, the relationships between variables and inputs, and known corrupted states. These assertion conditions are derived from the specification, and the assertion can be made arbitrarily stringent in its checking. Assertions may be set up to only produce a warning upon detection of a corrupt state or they may take or initiate corrective action. For example, upon the detection of a corrupt state, the assertion may halt program execution or attempt to recover from the corrupt state. What the assertion does upon firing (detecting a corrupt state) is application-dependent. Assertions can be used as part of a “reasonableness-checking AT” such as a range bounds AT (see Section 7.2.3).

Traditional assertions produce warnings when the condition being checked is not met. They do not typically attempt recovery. Recovery assertions, on the other hand, are forward recovery mechanisms that attempt to replace the current corrupt state with a correct state. As with checkpointing (discussed in the next subsection), the entire state can be replaced or only specific variables, depending on the system constraints and overhead (e.g., time and memory) involved in the saving and restoration of the variables’ or state’s values. Assertions can also be used to reset variables periodically (i.e., without necessarily testing for a corrupt state) in, for example, safety-critical real-time systems to limit the propagation of corrupt data values [49].

Some programming languages provide special constructs for executable assertions. However, executable assertions are essentially Boolean functions that evaluate to TRUE when the condition holds, and FALSE otherwise. Using a generic pseudocode language, we can present the simplest form of an executable assertion as

\[
\text{if not assertion then action}
\]

where assertion is a Boolean expression and action is a method or procedure.

The most general form of an assertion must refer to the current state and to a previous state. Primary choices for the previous state are:
• The initial state, \( s_0 \);
• An intermediate state between \( s_0 \) and the current state that was reached along the path the program execution has taken.

Mili [50] provides three reasons for which an intermediate state should be chosen over the initial state in an executable assertion:

1. **Modularity**: We can think of the assertion \( a \) as checking a local program segment \( b \) by referring to the state of the program before execution of \( b \) and after execution of \( b \). The program segment \( b \) and its assertion-checking facilities then form a modular unit that is context independent—it does not depend on where it is in the program [50].

2. **Time parsimony**: Block \( b \) can be arbitrarily short, and the function it computes arbitrarily simple. Hence the assertion that checks it can be arbitrarily easy to compute and arbitrarily time efficient. By contrast, referring to \( s_0 \) means that, at milestone \( m \), we check expected past functional properties of program \( P \) at \( m \), whose complexity we do not choose [50].

3. **Space parsimony**: Block \( b \) can be arbitrarily short, and the variables it affects arbitrarily few. Hence the memory space required to save the variables modified by block \( b \) is arbitrarily small. By contrast, referring to \( s_0 \) means that sufficient memory space must be set aside to save all of \( s_0 \), whose size we do not choose [50].

The initial state or intermediate state, the block \( b \) to be checked, and the statement that saves all or part of the previous state comprise an elementary asserted block (EAB). The general form of an EAB is [50]:

\[
\hat{s} = s;
\]
\[
b; \quad // \text{modifies } s, \text{ but not } \hat{s}
\]
\[
\text{if not } a(\hat{s}, s) \text{ then action;}
\]

In the above EAB, the assignment statement \( \hat{s} = s \) means saving state \( s \) in \( \hat{s} \). The expression \( a(\hat{s}, s) \) is the assertion. As stated earlier, we may only want to save some variables, such as those that are going to be modified by \( b \) and/or those that are involved in the expression of assertion \( a \).

Let’s look at an example. Suppose \( s \in S \) is an integer. Also, suppose that program block \( b \) determines the square of \( s \), that is, \( b = (s = s \cdot s) \). The
following three simple assertions [50] illustrate different assertions we can use with the defined program block, $b$.

\[
\hat{s} = s; \\
b; \\
\text{if not } (s = \hat{s}) \text{ then action;}
\]

\[
\hat{s} = s; \\
b; \\
\text{if not } (\hat{s} > 1 \Rightarrow s > \hat{s}) \text{ then action;}
\]

\[
\hat{s} = s; \\
b; \\
\text{if not } (s > 0) \text{ then action;}
\]

In typical practice, $b$ would be an intricate block of code that is difficult to analyze and $a(\xi, b)$ would be a simple assertion [50].

When an error is detected in the current state, action should be taken to notify the designer (so that corrective action—fault removal—can be taken) and a procedure is invoked to perform damage assessment and take appropriate recovery action.

An assertion, $a$, can be used to detect strict correctness (or freedom from errors) in the program. The following pseudocode sample (after [50]) illustrates the pattern for such an assertion.

\[
\text{perform_error_management} \\
\{ \\
\text{if not } sc(\hat{s} = s) \text{ then } \\
\quad \text{// erroneous state} \\
\quad \text{produce_warning(UI_or_errorfile, detected_error);} \\
\quad \text{// UI - User Interface} \\
\quad \text{perform_damage_assessment_and_recovery; } \}
\]

### 3.2.2 Checkpointing

Checkpointing is used in (typically backward) error recovery, which we recall restores a previously saved state of the system when a failure is detected. Recovery points, points in time during the process execution at which the system state is saved, are established. The recovery point is discarded when the process result is accepted, and it is restored when a failure is detected. Checkpoints are one of several mechanisms used to establish these recovery points. Other mechanisms include the audit trail [51] and the recovery cache [52, 53]:
- **Checkpoint**: saves a complete copy of the state when a recovery point is established.
- **Recovery cache**: saves only the original state of the objects whose values have changed after the latest recovery point.
- **Audit trail**: records all the changes made to the process state.

In the discussion that follows, the generic term “checkpoint” will be used and will include all three mechanisms, unless otherwise stated.

The information saved by checkpoints includes the values of variables in the process, its environment, control information, register values, and so on. The information should be saved on stable storage so that even if the node fails, the saved checkpoint information will be safe. For single node, single process systems, checkpointing and recovery are simpler than in systems with multiple communicating processes on multiple nodes.

For single process checkpointing, there are different strategies for setting the checkpoints. Some strategies use randomly selected points, some maintain a specified time interval between checkpoints, and others set a checkpoint after a certain number of successful transactions have been completed. For example, [54, 55] examine the location of checkpoints based on the principle of information reduction. There is a trade-off between the frequency and amount of information checkpointed, and various performance measures (e.g., information integrity, system availability, program correctness, and expected execution time). For example, the code size between checkpoints can be a determining factor in the effectiveness and cost of a fault tolerance strategy. If the intermediate results are checked after small pieces of code have been executed, then there is lower error latency, but also a higher execution time overhead. In addition, decision points limit design diversity, since an increase in the frequency or number of decisions requires the agreement of variants at a higher level of detail. However, a large modular decomposition (and thus larger code segments between decisions or checkpoints) ensures higher variant independence and lower execution overheads. Larger code segments between checkpoints and decisions may result in a cursory acceptance test that is incapable of localizing the errors that occur. Models of the various approaches to checkpointing have been compared and their effects on system performance examined [54, 56–58].

There are generally two approaches to multiprocess backward recovery—asynchronous and synchronous checkpointing. In asynchronous checkpointing, the checkpointing by the various nodes in the system is not coordinated. However, sufficient information is maintained in the system so
that when rollback and recovery is required, the system can be rolled back to a consistent state. The cost of asynchronous checkpointing is lower than synchronous checkpointing, but the risk of unbounded rollback (the domino effect, discussed earlier in this chapter) remains. Many checkpoints for a given process may need to be saved because during rollback, a remote (in time) state can be restored. Asynchronous checkpointing is simpler than synchronous checkpointing, but can be useful only where expected failures are rare and there is limited communication between the system processes. State saving and restoration protocols for asynchronous checkpointing include [59–62] and others.

In synchronous checkpointing (or distributed checkpointing), establishing checkpoints is coordinated so that the set of checkpoints as a whole comprise a consistent system state. This limits the amount of rollback required, but the cost of establishing the checkpoints is higher than in asynchronous checkpointing because of the coordination required. Also, only a few checkpoints of a process need to be saved at a time. State saving and restoration protocols for synchronous checkpointing include [63–69] and others. Consistency criteria for distributed checkpoints (independent of the communication model) are investigated in [70].

Calsavara and Stroud [71] provide example C++ code for checkpointing and discuss some implementation issues. A very simple technique for implementing backward error recovery as part of a generic recovery block is to make a copy of the original object before invoking each alternate, as shown below [71] (reproduced here with permission):

```cpp
try {
    T oldobject = object;
    alternate(object);
    if( accept(object) )
        return;
}
catch (...)
{
    object = oldobject;
    continue;
}
```
An alternative implementation of backward recovery has each alternate returning a new object (shown below, [71], with permission) rather than modifying the old object in place.

```
try
{
    T newobject = alternate(object);
    if ( accept(newobject) )
    {
        object = newobject;
        return;
    }
}
catch(...)
{
    continue;
}
```

The first approach may be preferable because it only involves an initialization in the normal case, where the second approach requires both an initialization and an assignment. Both approaches make crude copies of the entire state of what could be a very large object. It is preferable to only save and restore the state that has changed.

Using C++, the designer can specify what it means to make a copy of an object. The compiler supplies default implementations of these copy operations if they are not supplied by the implementer, however, the default implementations are recursively defined in terms of their implementation for each subcomponent of the object. By overriding the assignment operator and defining the copy for classes, one has the freedom to copy objects fully or partially on demand, or to copy them using reference counting ("lazy" copy). This control may be exercised at any level of the object hierarchy. So, if each subcomponent of a large object is made up of a smaller object that makes a lazy copy of itself and only makes a full copy when it is modified, then without much effort, the copying operations used in the implementation of the recovery block algorithm above will in fact copy only the state which is modified and no more [71]. Hence, one can use these C++ mechanisms to implement a hardware recovery cache in software.

There has been much research in checkpointing over the years, for example, in protocols and performance modeling (references mentioned earlier), for different application environments (e.g., [63], mobile environments
[72]), and in object-oriented development (e.g., [71, 73, 74]). The reader is referred to the literature referenced in this section and the references therein for further details on checkpointing.

### 3.2.3 Atomic Actions

Atomic actions are used for error recovery, primarily in concurrent systems (and are widely used in transaction systems, which are not covered specifically in this text). Critical concurrent systems must be structured so that their complex asynchronous activities, such as those related to fault tolerance, can be achieved. One way to approach this requirement is to use atomic actions, which have been shown [75] to increase the quality and reusability of code and to reduce code complexity significantly. The activity of a group of components constitutes an atomic action if no information flows between that group and the rest of the system for the duration of the activity [76]. An atomic action [77–79] is an action that is:

- **Indivisible:** Either all the steps in the atomic action complete or none of them does, that is, the “all-or-nothing” property.

- **Serializable:** All computation steps that are not in the atomic action either precede or succeed all the steps in the atomic action.

- **Recoverable:** The external effects of all the steps in the atomic action either occur or not; that is, either the entire action completes or no steps are completed.

The property of atomicity guarantees that if an action successfully executes, its results and the changes it made on shared data become visible for subsequent actions. On the other hand, if a failure occurs inside of an action, the failure is detected and the action returns without changes on shared data. This enables easy damage containment and error handling, since the fault, error propagation, and error recovery all occur within a single atomic action. Therefore, the fault and associated recovery activities will not affect other system activities. If the activity of a system can be decomposed into atomic actions, fault tolerance measures can be constructed for each of the atomic actions independently [80].

The “indivisibility” property of atomic actions may seem to imply that an atomic action itself cannot have structure. However, an action can be
composed of other actions that are not necessarily primitive operations. These are called \textit{nested atomic actions} \cite{81}. Since a procedure (or operation or method) may invoke other procedures, which may invoke other procedures, and so on, we can naturally get a nested atomic action.

The structure of a nested action atomic cannot be visible from outside the nested atomic action. A nested atomic action consists of subactions (not visible from outside), which are seen as atomic actions to the other subactions of the same action. That is, within the nested atomic action, each subaction is an atomic action, and hence the structure of a subaction is not visible to another subaction. This enables a safe method of supporting concurrency within an action.

Although atomic actions were developed some time ago, few of the mainstream programming languages or operating systems provide direct support for atomic actions \cite{82}. Supporting atomicity in a single process environment is straightforward. Suppose we have an action, \textit{a}, that we wish to execute atomically. Prior to beginning the execution of \textit{a}, checkpoint the state of the system. If no failure occurs before the completion of \textit{a}'s execution, then the “all” part of the atomic action’s “all-or-nothing” property is satisfied. If, however, a failure occurs prior to the completion of \textit{a}'s execution, then restore the checkpointed state. This removes the effects of \textit{a}'s partial execution and effectively satisfies the “nothing” part of the “all-or-nothing” property.

In a distributed system, supporting atomic actions is more complicated. Without proper coordination of concurrent data access, this access to shared data by different processes can cause the system state to become inconsistent. Some efforts to provide support for atomic actions in distributed systems are noted below.

- In Pact (the parallel actions parallel programming environment), atomic actions are used to achieve fully user-transparent fault tolerance with low run-time overhead \cite{62}.

- Wellings and Burns \cite{83} show how atomic actions can be implemented in Ada 95, and how they can be used to implement software fault tolerance techniques.

- Avalon/C++ \cite{84} takes advantage of inheritance to implement atomic actions in object-oriented applications.
• The Arjuna system [85] uses inheritance, in a manner similar to Avalon/C++, and object extensions to implement atomic actions in object-oriented applications.

We will examine Arjuna a bit more closely.

To implement atomic actions, the Arjuna toolkit requires the following:

• Every object used within an atomic action must be recoverable; that is, it must provide its own state preservation and recovery operations.

• Each object is also required to state explicitly within the atomic action when it is modified.

• All persistent objects are derived from a special class, LockManager, which is known to the implementation of class AtomicAction. LockManager has two pure virtual functions, save_state and restore_state, which each subclass of LockManager is required to define.

• To ensure that the state’s save and restore operations are invoked at appropriate points during the atomic action, an object that is about to modify itself must first acquire a write lock.

There are similarities between the Arjuna mechanism and the recursive definition of default copy operations provided by the C++ compiler itself [71], described earlier.

The class declaration below [85] (boldface indicates keywords) shows the important operations provided by the Arjuna AtomicAction class. To create an atomic action using Arjuna, one declares an AtomicAction instance in the program and invokes the Begin operation. To create nested atomic actions, declare multiple instances of the class so nesting occurs when a Begin operation is invoked within the scope of another atomic action. (Code and discussion from [85] are reproduced here with permission.)
class AtomicAction : public StateManager
{
    // private instance variables
    RecordList List;
    ...

protected: // protected operations
    PrepareOutcome Prepare();
    void Commit();

public: // global class variable
    static AtomicAction *Current;
    AtomicAction();
    ~AtomicAction();

    virtual Action_Status Begin();
    virtual Action_Status End();
    virtual Action_Status Abort();
    ...
    bool add(AbstractRecord*);
    AtomicAction*Parent();
    ...
}

The following code [85] shows two atomic actions, one of which is committed (A) and the other aborted (B). Arjuna also supports nested concurrent atomic actions, implemented by the class ConcurrentAtomicAction [85].

AtomicAction A, B;
A.Begin(); // start of atomic action A
B.Begin(); // start of atomic action B
B.Abort(); // abortion of atomic action B
A.End(); // commitment of atomic action A

The basic structure for state-based recovery using atomic actions in Arjuna is illustrated in the pseudocode below (from [71]).
for (each alternate)
{
    AtomicAction A;
    A.Begin();
    try
    {
        alternate(object);
        if ( accept(object) )
        {
            A.Commit();
            return;
        }
    }
    catch(...)
    {
        A.Abort();
        continue;
    }
}

3.3 Dependable System Development Model and N-Version Software Paradigm

As stated in the introduction to this chapter, developing dependable, critical applications is not an easy task. The trend toward increasing complexity and size, distribution on heterogeneous platforms, diverse accidental and malicious origins of system failures, the consequences of failures, and the severity of those consequences combine to thwart the best human efforts at developing these applications. In this section, we describe methods to assist in the design and development of these critical, fault-tolerant software systems. In doing so, the following topics are covered: design considerations, a development model for dependable systems, and a design paradigm specific to NVP.

3.3.1 Design Considerations

This section provides a brief introduction to some of the design considerations to be examined when developing fault-tolerant software. These issues are primarily related to design diverse software fault tolerance techniques, but are also useful to consider for other types of software fault tolerance techniques.
3.3.1.1 Component Selection

One of the first major decisions to make is to determine which software functions or components to make fault tolerant. Specifications, simulation and modeling, cost-effectiveness analysis, and expert opinion from those familiar with the application and with software fault tolerance can be helpful in this determination.

3.3.1.2 Level of Application of Fault Tolerance

One of the most important early decisions impacting the system architecture is the level of fault tolerance application. There are two major questions determining the level of application of fault tolerance: (1) At what level of detail should one perform the decomposition of the system into components that will be diversified? and (2) Which layers (application software, executive, hardware) must be diversified [86]?

Level of Decomposition/Granularity

While discussing checkpointing, we touched on this question. There is a trade-off between large and small components, that is, the granularity of fault tolerance application. Component size can be a determining factor in the effectiveness and cost of a fault tolerance strategy. Small pieces of code enable lower error latency and make decision algorithms simpler and more precise. However, small components will increase the number of decision points, which limits design diversity, since an increase in the frequency or number of decisions requires the agreement of variants at a higher level of detail. A smaller modular decomposition (i.e., smaller code segments between decision or checkpoints) increases execution overhead in decision making and fault tolerance control.

Larger components favor diversity and higher variant independence. In addition, larger components result in lower execution overheads because of the lower frequency of executing the decision algorithm. However, larger component size increases the error latency because of increased synchronization delays (e.g., for NVP or NSCP) or rollback distance (e.g., for RCB). Having larger code segments between checkpoints and decisions may result in a cursory decision mechanism that is incapable of localizing the errors that occur.

Related to this decomposition/granularity decision is a lower-level design issue regarding the placement of decision and recovery points within a fault-tolerant section of code and the choice of the data upon which to perform decision making.
What Layer(s) to Diversify/Extent of Diversity

As discussed in Chapter 2, diversity can be applied at several layers of the system (e.g., the application software, executive software or operating system, and hardware) and throughout the development effort (e.g., languages, development teams and tools, and so on). Additional diversity is likely to increase reliability, but must be balanced against cost and management of the resulting diversity.

3.3.1.3 Technique Selection

Selection of which technique(s) to use is an important design consideration. This decision can be helped by input from performance analysis, simulation and modeling, cost-effectiveness analysis, design tools (e.g., [87]), and expert opinion (again, from those familiar with the application (domain) and with software fault tolerance). The information provided in Chapters 4–6 should also be useful in making this decision.

3.3.1.4 Number of Variants

Not considering any economic impact, the number of variants to be produced for a given software fault tolerance method is directly related to the number of faults to be tolerated [86]. There are, of course, both cost and performance effects to consider. A larger number of variants should increase reliability (if the number of related faults does not also increase). However, a larger number of variants in a recovery block scheme will also increase the execution time and cost. Similarly, in multiversion software (such as NVP), an increase in the number of variants will result in higher development and support costs.

3.3.1.5 Design Methodology

Using a design methodology that effectively considers dependable, fault-tolerant software needs will assist in managing the complexities, realizing and handling the design and development issues particular to fault-tolerant software, and developing a dependable system. The guidance in the methodologies presented in the following sections can provide valuable assistance.

3.3.1.6 Decision Mechanism Algorithm

Selection of which DM to use is another important design consideration. This selection can be helped by input from fault-handling simulation, design tools (e.g., [87]), and expert opinion. The information provided in Chapter 7 should also be useful in selecting an appropriate DM.
3.3.1.7 Summary of Design Considerations
Little specific assistance is available to make the required decisions about
design, particularly since many of them are at least partially application-
dependent. However, cost and overhead information (such as that described
earlier in this chapter), performance analysis (such as that described in [63]),
design methodologies (e.g., those described in the next sections), and prototype
design assistance tools (e.g., the Software Fault Tolerance Design Assis-
tant (SFTDA) [87]) provide valuable guidance and input to the necessary
decisions.

3.3.2 Dependable System Development Model
Given the complexity of computer-based critical software, the diversity of
faults to be handled by these systems, and the consequences and severity
of their failure, a systematic and structured design framework that integrates
dependability concerns and requirements at the early stages of (and through-
out) the development process is needed [88–90]. Software design faults are
recognized as the current obstacle to successful dependable systems develop-
ment [91]. Conventional development methods do not incorporate the
processes and key activities required for effective development of dependable
systems. To fill this need, Kaaniche, Blanquart, Laprie, and colleagues [91,
92] developed the dependability-explicit development model. The model
provides guidelines emphasizing the key issues to be addressed during the
main stages of dependable systems development [91, 92]. In this section, we
provide an overview of the development model’s key activities for the fault
tolerance process and refer the reader to the sources [91, 92] for additional
details and activities in other processes.

The dependability-explicit development model provides lists of key
activities related to system development phases. The requirements phase
begins with a detailed description of the system’s intended functions and
definition of the system’s dependability objectives. The following list
[91, 92] summarizes the key activities in the fault tolerance process for
this phase.

- Description of system behavior in the presence of failures:
  - Identification of relevant dependability attributes and necessary
    trade-offs;
  - Failure modes and acceptable degraded operation modes;
• Maximum tolerable duration of service interruption for each
degraded operation mode;
• Number of consecutive and simultaneous failures to be tolerated
for each degraded operation mode.

The main objective of the design phase is to define an architecture that
will allow the system requirements to be met. The following list [91, 92]
summarizes the key fault tolerance activities and issues for this phase.

• Description of system behavior in presence of faults:
  • Fault assumptions (faults considered, faults discarded);
• System partitioning:
  • Fault tolerance structuring: fault-containment regions, error-
    containment regions;
  • Fault tolerance application layers;
• Fault tolerance strategies:
  • Redundancy, functional diversity, defensive programming, pro-
    tection techniques and others;
• Error-handling mechanisms:
  • Error detection, error diagnosis, error recovery;
• Fault-handling mechanisms:
  • Fault diagnosis, fault passivation, reconfiguration;
• Identification of single points of failure.

The realization phase consists of implementing the system components
based on the design specification. Below is a summary of the key fault tol-
erance process activities for the implementation or realization phase [91, 92].

• Collect the number of faults discovered during this stage:
  • Use as indicator of component dependability;
  • Use to identify system components requiring reengineering.

The integration phase consists of assembling the system components
and integrating the system into its environment to make sure that the final
product meets its requirements. Following is a summary of the key fault tolerance activities for the integration phase [91, 92].

• Verification of integration of fault and error processing mechanisms:
  • Use analysis and experimentation to ensure validated fault-tolerant subsystems satisfy dependability requirements when integrated;
  • Use fault injection (multiple and near-coincident faults);
• Evaluate fault tolerance mechanisms’ efficiency;
• Estimate fault tolerance mechanism coverage—fault injection experiments.

The dependability-explicit development model is provided to ensure that dependability related issues are considered at each stage of the development process. The model is generic enough to be applied to a wide range of systems and application domains and can be customized as needed. Since the key activities and guidelines of the model focus on the nature of activities to be performed and the objectives to be met, they can be applied regardless of which development methods are used.

3.3.3 Design Paradigm for N-Version Programming

Although the NVP technique is presented in Section 4.2, we describe in this section a design paradigm for NVP because it contains guidelines and rules that can be useful in the design of many software fault tolerance techniques. It is generally agreed that a high degree of variant independence and a low probability of failure correlation are vital to successful operation of N-version software (NVS). This requires attaining the lowest possible probability that the effects of similar errors in the variants will coincide at the DM. The design paradigm for NVP was developed and refined by Lyu and Avizienis [93–96] to achieve these goals. Hence, the objectives of the design paradigm, as stated in [96] are:

• To reduce the possibility of oversights, mistakes, and inconsistencies in the process of software development and testing;
• To eliminate most perceivable causes of related design faults in the independently generated versions of a program, and to identify causes of those that slip through the design process;
• To minimize the probability that two or more versions will produce similar erroneous results that coincide in time for a decision (consensus) action of the N-version executive (NVX).

The design paradigm for NVP is illustrated in Figure 3.7 [96]. As shown, it consists of two groups of activities. On the left side of the figure are the standard software development activities. To the right are the activities specifying the concurrent implementation of NVS. Table 3.4 summarizes the NVS design paradigm’s activities and guidelines incorporated into the software development life cycle. (The table was developed by combining information found in [95] (the table structure and initial entries) and [96] (updated information on the refined paradigm). For more detail on the paradigm and a discussion of the associated issues, the reader is referred to [95, 96].

3.4 Summary

This chapter presented software fault tolerance problems and issues, programming techniques, and design and development considerations and models. The advantages of software fault tolerance are accompanied by disadvantages, issues to consider, and costs. Those common to most techniques were covered here. We covered perhaps the greatest bane of design diversity—similar errors. If these are not avoided then software fault tolerance techniques based on design diversity will not be effective. Other issues and potential problems to be considered were covered, including the CCP with FPA applications, the domino effect in backward recovery, and overhead (not just cost, but time, operation overhead, redundancy, and memory).

Then, to help in development, we described several programming methods that are used by several software fault tolerance techniques. These include assertions (that can be used by fault tolerant or non-fault-tolerant software), checkpointing (typically used in techniques employing backward recovery), and atomic actions (also used in non-fault-tolerant software, but presented here in reference to concurrent systems).

Backing out the scope, we then present methods to assist in the design and development of critical, fault-tolerant software systems. Design considerations, a development model for dependable systems, and a design paradigm specific to NVP are presented.
Figure 3.7 Design paradigm for N-version programming. (Source: [96], © 1995 John Wiley and Sons. Reproduced with permission.)
### Table 3.4
*Multi-Version Programming Design Paradigm Activities and Guidelines*

<table>
<thead>
<tr>
<th>Software Life Cycle Phase</th>
<th>Enforcement of Fault Tolerance</th>
<th>Design Guidelines and Rules</th>
</tr>
</thead>
<tbody>
<tr>
<td>System requirement</td>
<td>Determine method of NVS supervision</td>
<td>1. Choose NVS execution method and allocate required resources</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Develop support mechanisms and tools</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Select hardware architecture</td>
</tr>
<tr>
<td>Software requirement</td>
<td>Select software design diversity dimensions</td>
<td>1. Assess random diversity versus required diversity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Evaluate required design diversity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Specify diversity under application constraints</td>
</tr>
<tr>
<td>Software specification</td>
<td>Install error detection and recovery algorithms</td>
<td>1. Specify the matching features needed by NVX</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Avoid diversity-limiting factors</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Diversify the specification</td>
</tr>
<tr>
<td>Design and coding</td>
<td>Conduct NVS development protocol</td>
<td>1. Impose a set of mandatory rules of isolation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Define a rigorous communication and documentation protocol</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Form a coordinating team</td>
</tr>
<tr>
<td>Testing</td>
<td>Exploit presence of NVS</td>
<td>1. Support for verification procedures</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Opportunities for back-to-back testing</td>
</tr>
<tr>
<td>Evaluation and acceptance</td>
<td>Assess the dependability of NVS</td>
<td>1. Define NVS acceptance criteria</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Assess evidence of diversity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. Make NVS dependability predictions</td>
</tr>
<tr>
<td>Operational</td>
<td>Choose and implement an NVS maintenance policy</td>
<td>1. Assure and monitor NVX functionality</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Follow the NVP paradigm for NVS modification</td>
</tr>
</tbody>
</table>

This chapter has focused on issues that are fairly common across software fault tolerance techniques. In the following Chapters 4, 5, and 6, we examine individual techniques, including technique-specific issues.
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Design Diverse Software Fault Tolerance Techniques

Design diverse software fault tolerance techniques are based on several key principles. The overriding principle is that design diversity is implemented using redundant software components called variants (also known as versions or modules). By using design diversity, the designer assumes that coincident component failure is rare and that, if it does occur, the results are different enough to enable error detection and to distinguish a correct result or “best” answer. The philosophy behind design diversity is to increase the probability that the variants fail on disjoint subsets of the input space when they do fail, so as to decrease the probability of occurrence of coincident failure.

It is interesting to note some early observations and how they relate to design diversity. Dionysius Lardner stated in 1834 [1] that

The most certain and effectual check upon errors which arise in the process of computation, is to cause the same computations to be made by separate and independent computers; and this check is rendered still more decisive if they make their computations by different methods.

When Lardner uses the term “computer” above, he is referring to the person performing the computation, not to the calculating engine or machine. Charles Babbage, in 1837 [2] stated that
When the formula to be computed is very complicated, it may be algebraically arranged for computation in two or more totally distinct ways, and two or more sets of cards may be made. If the same constants are now employed with each set, and if under these circumstances the results agree, we may then be quite secure of the accuracy of them all.

The design diverse techniques discussed in this chapter use these principles to detect and tolerate software faults. This chapter covers the original and basic design diverse software fault tolerance techniques—recovery blocks (RcB) and $N$-version programming (NVP). The results of research and application of these techniques have highlighted several issues regarding these techniques. Modifications and new techniques have been proposed to overcome the weaknesses in the original RcB and NVP techniques, while attempting to maintain the strengths of these foundational techniques. The additional techniques described in this chapter are distributed recovery blocks (DRB), $N$ self-checking programming (NSCP), consensus recovery blocks (CRB), and acceptance voting (AV). All the techniques have advantages and disadvantages that will be discussed in this chapter, along with the techniques’ operations.

A significant amount of material is presented in this chapter for each technique, broadly divided into operation, example, and issues. The first figure shown for each technique describes its operation. For those wanting a brief introduction to the technique, this operational figure is a good place to start. Operational details are provided via scenarios and an example. Issues related to each technique are summarized in a table in the third subsection for each technique. A similar format for discussion of each technique is followed in this chapter and in Chapters 5 and 6.

### 4.1 Recovery Blocks

The basic RcB scheme is one of the two original design diverse software fault tolerance techniques. It was introduced in 1974 by Horning, et al. [3], with early implementations developed by Randell [4] in 1975 and Hecht [5] in 1981. In addition to being a design diverse technique, the RcB is further categorized as a dynamic technique. In dynamic software fault tolerance techniques, the selection of a variant result to forward as the adjudicated output is made during program execution based on the result of the acceptance test (AT). This will be clarified when we examine the operation of the technique below. The hardware fault-tolerant architecture related to the RcB scheme is stand-by sparing or passive dynamic redundancy.
RcB uses an AT (see Section 7.2) and backward recovery (see Section 1.4.1) to accomplish fault tolerance. We know that most program functions can be performed in more than one way, using different algorithms and designs. These differently implemented function variants have varying degrees of efficiency in terms of memory management and utilization, execution time, reliability, and other criteria. RcB incorporates these variants such that the most efficient module is located first in the series, and is termed the primary alternate or primary try block. The less efficient variant(s) are placed serially after the primary try block and are referred to as (secondary) alternates or alternate try blocks. Thus, the resulting rank of the variants reflects the graceful degradation in the performance of the variants.

The operation of RcB is described in 4.1.1, with an example provided in 4.1.2. The advantages and disadvantages of RcB are presented in 4.1.3.

### 4.1.1 Recovery Block Operation

The basic RcB scheme consists of an executive, an acceptance test, and primary and alternate try blocks (variants). Many implementations of RcB, especially for real-time applications, include a watchdog timer (WDT) [6]. The executive orchestrates the operation of the RcB technique, which has the general syntax:

```
ensure Acceptance Test
by
else by Alternate 2
else by Alternate 3
...
else by Alternate n
else failure exception
```

The RcB syntax above states that the technique will first attempt to ensure the AT (e.g., pass a test on the acceptability of a result of an alternate) by using the primary alternate (or try block). If the primary algorithm’s result does not pass the AT, then \( n-1 \) alternates will be attempted until an alternate’s results pass the AT. If no alternates are successful, an error occurs.

Figure 4.1 illustrates the structure and operation of the basic RcB technique with a WDT. We examine several scenarios to describe RcB operation:

- Failure-free operation;
- Exception or time-out in primary alternate execution;
• Primary’s results are on time, but fail AT; successful alternate execution;
• All alternates exhausted without success.

In examining these scenarios, we use the following abbreviations:

- $A$: Alternate (when there is a single alternate other than $P$);
- $A_i$: Alternate $i$ (when there are multiple alternates other than $P$);
- $A,OK$: Global flag indicating whether or not $A$ has failed;
- $AOK$: Global flag indicating whether or not $A$ has failed;
- AT: Acceptance test;
- $P$: Primary algorithm/alternate/try block;
- $POK$: Global flag indicating whether or not $P$ has failed;
- RcB: Recovery block;
- WDT: Watchdog timer.
4.1.1.1 Failure-Free Operation
We first examine the operation of the RcB technique when no failure or exception occurs.

- Upon entry to the RcB, the executive performs the following: a checkpoint (or recovery point) is established, calls to $P$ and $A$ are formatted, and the WDT is set for the expected maximum run time of $P$.
- $P$ is executed. No exception or time-out occurs during execution of $P$.
- The results of $P$ are submitted to the acceptance test, AT.
- $P$’s results are on time and pass the AT.
- Control returns to the executive.
- The executive discards the checkpoint, resets the WDT with an appropriate time interval for the next operation, the results are passed outside the RcB, and the RcB is exited.

4.1.1.2 Exception or Time-Out in Primary Alternate Execution
Next let’s examine the operation of the RcB technique when an exception occurs in $P$ or $P$’s results fail the AT. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the RcB, the executive performs the following: a checkpoint (or recovery point) is established, calls to $P$ and $A$ are formatted, and the WDT is set for the expected maximum run time of $P$.
- $P$ is executed. An exception or time-out (via the WDT) occurs during execution of $P$.
- Control returns to the executive. The executive sets $POK$ to indicate failure of $P$, checks to ensure the deadline for acceptable results has not expired (it has not in this scenario), resets the WDT to the expected maximum run time of $A$, and restores the checkpoint.
- $A$ is executed. No exception or time-out occurs during execution of $A$.
- The results of $A$ are submitted to the AT.
- $A$’s results are on time and pass the AT.
• Control returns to the executive.
• The executive discards the checkpoint, resets the WDT with an appropriate time interval for the next operation, the results are passed outside the RcB, and the RcB is exited.

4.1.1.3 Primary’s Results Are On-Time, but Fail Acceptance Test; Successful Alternate Execution

Now let’s look at what happens if $P$ executes without exception and its results are sent to the AT, but they do not pass the AT. If the deadline for acceptable results has not expired and a new alternate try block is available, the new alternate is executed. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to the RcB, the executive performs the following: a checkpoint (or recovery point) is established, calls to $P$ and $A$ are formatted, and the WDT is set for the expected maximum run time of $P$.
• $P$ is executed. No exception or time-out occurs during execution of $P$.
• The results of $P$ are submitted to the AT.
• $P$’s results fail the AT.
• Control returns to the executive. The executive sets $POK$ to indicate failure of $P$, checks to ensure the deadline for acceptable results has not expired (it has not in this scenario), resets the WDT to the expected maximum run time of $A_1$, and restores the checkpoint.
• $A_1$ is executed. No exception or time-out occurs during execution of $A_1$.
• The results of $A_1$ are submitted to the AT.
• $A_1$’s results are on time, but fail the AT.
• Control returns to the executive. The executive sets $A_1OK$ to indicate failure of $A_1$, checks to ensure the deadline for acceptable results has not expired (it has not in this scenario), resets the WDT to the expected maximum run time of $A_2$, and restores the checkpoint.
• $A_2$ is executed. No exception or time-out occurs during execution of $A_2$.
• The results of $A_2$ are submitted to the AT.
• $A_i$’s results are on time and pass the AT.

• Control returns to the executive.

• The executive discards the checkpoint, resets the WDT with an appropriate time interval for the next operation, the results are passed outside the RcB, and the RcB is exited.

4.1.1.4 All Alternates Exhausted Without Success
This scenario examines the case in which the deadline expires without an acceptable result or when all alternates fail. This may occur if alternates take too long to execute in total (versus individual algorithm time-outs) or when alternates are executed and their results continue to fail the AT. If there are no alternates available and no result has been accepted, a failure exception is raised and the RcB is exited. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to the RcB, the executive performs the following: a checkpoint (or recovery point) is established, calls to $P$ and $A$ are formatted, and the WDT is set for the expected maximum run time of $P$.

• $P$ is executed. No exception or time-out occurs during execution of $P$.

• The results of $P$ are submitted to the AT.

• $P$’s results fail the AT.

• Control returns to the executive. The executive sets $POK$ to indicate failure of $P$, checks to ensure the deadline for acceptable results has not expired (it has not in this scenario), resets the WDT to the expected maximum run time of $A_i$, and restores the checkpoint.

• $A_i$ is executed. No exception or time-out occurs during execution of $A_i$.

• The results of $A_i$ are submitted to the AT.

• $A_i$’s results are on time, but fail the AT.

• Control returns to the executive. The executive sets $A_iOK$ to indicate failure of $A_i$, checks to ensure the deadline for acceptable results has not expired (it has not in this scenario), resets the WDT to the expected maximum run time of $A_i$, and restores the checkpoint.
• \( A_2 \) is executed. No exception or time-out occurs during execution of \( A_2 \).
• The results of \( A_2 \) are submitted to the AT.
• \( A_2 \)'s results are on time, but fail the AT.
• Control returns to the executive. The executive sets \( A_2 \), \( OK \) to indicate failure of \( A_2 \), checks to ensure the deadline for acceptable results has not expired (it has not in this scenario), checks to see if another alternate is available to try (there is not—all alternates have been attempted on this data set).
• The executive discards the checkpoint, resets the WDT with an appropriate time interval for the next operation, a failure exception is raised, and the RcB is exited.

4.1.1.5 Augmentations to the Recovery Block Basic Technique

We have seen in these scenarios that RcB operation continues until acceptable results are produced, there are no new alternates to try, or the deadline expires without an acceptable result.

Several augmentations to the basic RcB technique have been suggested. One, of course, is the addition of a WDT, which we examined above. Another augmentation is to use an alternate routine execution counter. This counter is used when the primary fails and execution is switched to an alternate. The counter indicates the number of times to execute the alternate (on this and subsequent entries to the RcB) before reverting to executing the primary. The counter is incremented once the primary fails and prior to each execution of the alternate(s). The benefit of using the alternate routine execution counter is that it provides the ability to take the primary out of service for repair and/or replacement while the alternate continues the algorithm execution tasks.

The basic RcB technique may also be augmented by the use of a more detailed AT comprised of several tests. One AT is invoked before the primary routine execution and checks the format and parameters of the call. If either of these fails this AT, the alternate is called instead of the primary. Another AT executed before the call to the primary alternate tests the validity of the input data. If the input data fails this AT, then neither the primary nor secondary alternates are called. In this case, default or backup data may be used or the RcB can be further augmented with an alternate source for input data. The final AT of this AT set is the one commonly used with RcB—the AT that checks the results of the primary or alternate try blocks.
4.1.2 Recovery Block Example

Let’s look at an example for the RcB technique. Suppose we have software that incrementally sorts a list of integers (see Figure 4.2). Also suppose the input is the list \((8, 7, 13, -4, 17, 44)\). If the software operates correctly, we expect the result to be \((-4, 7, 8, 13, 17, 44)\). However, unbeknownst to us, our sort algorithm implementation produces incorrect results if one or more of the inputs is negative. How can we protect our system against faults arising from this error?

A first thought may well be to test the software more thoroughly or to use other fault prevention techniques. This would be appropriate, especially with such a simple problem to solve. Of course, sound software engineering practice must be used in developing fault-tolerant software as it is (or should be) with non-fault-tolerant software. However, most software algorithms used in real applications are not likely to be as simple and well documented as the sort problem. The more complex the system—the algorithm, data, operating environment, and so on—the less able we are (with current technology) to thoroughly test the program or prove its correctness. Another thought likely to arise with regards to the example used is to question why it is so simple and unrepresentative of the actual software one might incorporate with software fault tolerance techniques. We use a simple algorithm to illustrate this and other techniques so that the illustration of the technique’s operation is not obscured by the complexities of the algorithm. Now, on with the example.

Figure 4.3 illustrates an approach to using recovery blocks with the sort problem. Note the additional components needed for RcB technique implementation—an executive that handles checkpointing and orchestrating

![Diagram showing the recovery block example](image-url)
the technique, an alternate or backup sort algorithm, and an AT. In this example, no WDT is used.

Also note the design of the AT. How can we determine if a sort algorithm is correct without performing an entire other sort to check it against? In this example, we test if the sum of the inputs is equal to the sum of the outputs. This test will not determine if the items in the input list were sorted correctly, but it will indicate if something blatantly incorrect has resulted from the sort. To use this AT, the executive sums the inputs upon entry to the RCB and sums the results of the alternates (primary or secondary) upon arrival at the AT.

Now, let’s step through the example.

- Prior to entering the RCB, a status module checks the primary module status. Since the primary has not yet failed, the RCB’s operation proceeds.

- Upon entry to the RCB, the executive performs the following: a checkpoint is established, calls to the primary and backup (alternate)
routines are formatted, and the inputs (8, 7, 13, −4, 17, 44) are summed. The sum of input = 85.

- The primary sort algorithm is executed. The results are (−4, −7, −8, −13, −17, −44).

- The results are submitted to the AT. The AT sums the items in the result vector. The sum of output = −93. The AT tests if the sum of input equals the sum of output. 85 ≠ −93, so the results of the primary sort algorithm fail the AT.

- Control returns to the executive. The executive sets the flag indicating failure of the primary algorithm and restores the checkpoint.

- The backup sort algorithm is executed using the same input vector. The results are (−4, 7, 8, 13, 17, 44).

- The results of the backup sort algorithm are submitted to the AT. The AT sums the items in the result vector. The sum of output = 85. The AT tests if the sum of input equals the sum of output. 85 = 85, so the results of the backup sort algorithm pass the AT.

- Control returns to the executive.

- The executive discards the checkpoint, the results are passed outside the RCB, and the RCB is exited.

### 4.1.3 Recovery Block Issues and Discussion

This section presents the advantages, disadvantages, and issues related to the RCB technique. In general, software fault tolerance techniques provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a design diverse, backward recovery technique, the RCB subsumes design diversity’s and backward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.1, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (e.g., similar errors, coincident failures, overhead, cost, redundancy, and so on) and the programming practices used to implement the techniques are described in Chapter 3. Issues related to implementing acceptance tests are discussed in Section 7.2.

There are a few issues to note specifically for the RCB technique. The technique runs in a sequential (uniprocessor) environment. When the results
of the primary try block or alternate pass the AT, the overhead incurred (beyond that of running the primary alone, as in non-fault-tolerant software) includes setting the checkpoint and executing the AT. If, however, the primary’s results fail the AT, then the time overhead also includes the time for recovering the checkpointed information, execution times for each alternate run until one passes the AT (or until all fail the AT), and run-time of the AT each time an alternate’s results are checked. It is assumed that most of the time, the primary’s results will pass the AT, so the expected time overhead is that of setting the checkpoint and executing the AT. This is little beyond the primary’s execution time (unless an unusually large amount of information is being checkpointed). In the worst case, however, the recovery block’s execution time is the sum of all the module executions mentioned above (in the case where the primary’s results fail the AT). This wide variation in execution time exposes the technique to timing errors that are likely unacceptable in real-time applications. One solution to the overhead problem is the DRB (see Section 4.3) in which the modules and AT are executed in parallel.

In RcB operation, when executing nonprimary alternates, the service that the module is to provide is interrupted during the recovery. This interruption may be unacceptable in applications that require high availability.

One advantage of the technique is that it is naturally applicable to software modules, as opposed to whole systems. It is natural to apply RcB to specific critical modules or processes in the system without incurring the cost and complexity of supporting fault tolerance for an entire system.

For the technique to be effective, a highly effective AT is required. Success of the RcB technique depends on all the error detection mechanisms used (including exception handling and others), not just on the AT. A simple, effective AT can be difficult to develop and depends heavily on the specification (see Section 7.2). If an error is not detected by the AT (or by the other error detection mechanisms), then that error is passed along to the module that receives the technique’s results. This undetected error does not, of course, trigger any recovery mechanisms and may cause system failure.

A potential problem with the RcB technique is the domino effect (Section 3.1.3), in which cascaded rollbacks can push all processes back to their beginnings. This occurs if recovery and communication operations are not coordinated, especially in the case of nested recovery blocks. Section 4.1.3.1 below presents the conversation scheme, which was proposed as a means to avoid the domino effect.

To implement the RcB technique, the developer can use the programming techniques (such as assertions, checkpointing, atomic actions, idealized
components) described in Chapter 3. Also needed for implementation and further examination of the technique is information on the underlying architecture and performance. These are discussed in Sections 4.1.3.2 and 4.1.3.3, respectively. Table 4.1 lists several issues related to the Rcb technique, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 4.1 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general (e.g., cost is higher than non-fault-tolerant software) but an advantage in relation to another technique (e.g., the average cost of a two-try block Rcb implementation is less than that

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+/−)</th>
<th>Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionality into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General backward recovery advantages</td>
<td>+</td>
<td></td>
<td>Section 1.4.1</td>
</tr>
<tr>
<td>General backward recovery disadvantages</td>
<td>−</td>
<td></td>
<td>Section 1.4.1</td>
</tr>
<tr>
<td>General design diversity advantages</td>
<td>+</td>
<td></td>
<td>Section 2.2</td>
</tr>
<tr>
<td>General design diversity disadvantages</td>
<td>−</td>
<td></td>
<td>Section 2.2</td>
</tr>
<tr>
<td>Similar errors or common residual design errors (Rcb is affected to a lesser degree than forward recovery, voting techniques.)</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Domino effect</td>
<td>−</td>
<td></td>
<td>Section 3.1.3</td>
</tr>
<tr>
<td>Overhead for tolerating a single fault</td>
<td>+/-</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Cost (Table 3.3)</td>
<td>+/-</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/-</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/-</td>
<td></td>
<td>Section 4.1.3.3</td>
</tr>
<tr>
<td>Acceptance tests and discussions related to specific types of ATs</td>
<td>+/-</td>
<td></td>
<td>Section 7.2</td>
</tr>
</tbody>
</table>
for NVP with \( n = 3 \). In these cases, the reader is referred to the discussion of the issue (versus duplicating the discussion here).

4.1.3.1 Conversation Scheme

The conversation scheme is a means to avoid the domino effect. It is essentially a concurrent extension of the RcB technique in which a group of processes can interact safely. Each process entering a conversation is checkpointed. To prevent spreading data that has not been validated, processes within the conversation can communicate only with other processes that are in the conversation. When all processes have completed their operations, a global AT occurs. If it fails, all processes roll back and execute their next alternates. If the AT is satisfied, all processes discard their checkpoints and exit synchronously from the conversation. See [7, 8] for details on the operation and performance of the conversation scheme.

The conversation scheme spans two or more processes and creates a boundary that process interactions may not cross. The boundary of a conversation consists of a recovery line, a test line, and two side walls defining the membership of the conversation. The basic program-structuring rules of the conversation scheme are the following [8].

1. A conversation defines a recovery line as a line that processes in rollback cannot cross.
2. Processes enter a conversation asynchronously.
3. A conversation contains one or more interacting processes whose goal is to obtain the same or similar computational results.
4. A conversation test line is an acceptability criterion for the results of interacting processes, acting as a single global acceptance test—a conversation acceptance test.
5. Processes cooperate in error detection, regardless of where the error originates.
6. The processes participating in the conversation must neither obtain information from, nor leak information to, a process not participating in the conversation. The conversation’s side walls define the process membership relationship.

Limitations of the conversation scheme include the following [9].

- It burdens the designer with the responsibility of establishing the coordinated recovery points.
• Process desertion may occur when there are timing deadlines to meet. Desertion is the failure of a process to start a conversation or arrive at the AT when it is expected by other processes.

• The conversation scheme may involve a long time delay for synchronization.

• The goal requirement of the group of processes is combined with those of the individual participants in the AT.

Several adaptations and extensions to the conversation scheme have been proposed to overcome some of the above limitations. These include programmer transparent coordination [10–12], the look-ahead approach [13], the exchange scheme [14], and a linguistic approach [15].

4.1.3.2 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [16–18]. This includes defining the organization of software modules onto the hardware elements on which they run.

The recovery block approach is typically uniprocessor implemented, with the executive and all components residing on a single hardware unit. All communications between the software components is done through function calls or method invocations in this architecture. Distributing the RCB technique is discussed later in this chapter. Laprie, et al. [19] provide illustrations and discussion of distributed architectures for recovery blocks tolerating one fault and that for tolerating two consecutive faults.

4.1.3.3 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (e.g., in the effectiveness of software diversity, discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 provides a briefly noted list of references for these dependability investigations. This list is by no means exhaustive, however, it does provide a good sampling of the types of analyses that have been performed and ample background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation. A comparative discussion of the techniques is provided in Section 4.7.
### Table 4.2
Software Fault Tolerance Dependability Investigations

<table>
<thead>
<tr>
<th>Comment</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analysis of software fault tolerance</td>
<td>[20–25]</td>
</tr>
<tr>
<td>Combined analysis of hardware and software fault tolerance</td>
<td>[26–29]</td>
</tr>
<tr>
<td>Rcb, NVP, and NSCP stochastic reward net models</td>
<td>[30]</td>
</tr>
<tr>
<td>Reliability and safety models of Rcb, NVP, NSCP, and DRB</td>
<td>[29, 31]</td>
</tr>
<tr>
<td>Modeling and evaluation of software fault tolerance dependability measures</td>
<td>[20, 21, 26, 32–36]</td>
</tr>
<tr>
<td>Dependability of fault-tolerant software executed iteratively, such as in process control applications</td>
<td>[37]</td>
</tr>
<tr>
<td>Reliability model (Markov) for Rcb and NVP</td>
<td>[38, 54, 55]</td>
</tr>
<tr>
<td>Analyses that incorporate interversion failure correlation</td>
<td>[19, 21, 29, 39–45, 50, 52]</td>
</tr>
<tr>
<td>Modeling and analyses based on time domain characteristics</td>
<td>[19, 21, 42, 43, 46–49, 51, 53]</td>
</tr>
<tr>
<td>Analyses that incorporate coincident failures</td>
<td>[19, 29, 39, 41]</td>
</tr>
</tbody>
</table>

One experiment’s results will be mentioned here, with others noted above and in the comparative analysis of the techniques in Section 4.7. The University of Newcastle upon Tyne conducted an experiment on the effectiveness of the Rcb technique in improving operational software reliability [56] using a medium-scale naval command and control system. Through the project’s three phases, the experiment illustrated an increasing effectiveness of the fault tolerance provisions evaluated. Table 4.3 notes the results of the final phase of the project.

### 4.2 N-Version Programming

The NVP and Rcb techniques are the original design diverse software fault tolerance techniques. NVP was suggested by Elmendorf in 1972 [57] and developed by Avizienis and Chen [58, 59] in 1977–1978. NVP is a design diverse technique, and is further categorized as a static technique. In static software fault tolerance techniques, a task is executed by several processes or programs and a result is accepted only if it is adjudicated as an acceptable result, usually via a majority vote (see Section 7.1.1). The technique is called
“static” because the various programs executing the task will execute in the same manner, regardless of which result(s) was determined acceptable by the DM. This will be made clear in the discussion below on the operation of the NVP technique. The hardware fault tolerance architecture related to the NVP is N-modular or static redundancy. The processes can run concurrently on different computers or sequentially on a single computer. In practice, they are typically run concurrently.

The NVP technique uses a decision mechanism (DM) (see Section 7.1) and forward recovery (see Section 1.4.2) to accomplish fault tolerance. The technique uses at least two independently designed, functionally equivalent versions (variants) of a program developed from the same specification. The variants are run in parallel and a DM examines the results and selects the “best” result, if one exists. There are many alternative decision mechanisms available for use with NVP.

NVP is also helpful during back-to-back testing. This involves pairwise comparison of the responses from all the versions. When a difference is observed, the problem is investigated for all cases in which answers differ.

NVP operation is described in 4.2.1, with an example provided in 4.2.2. The advantages and disadvantages of NVP are presented in 4.2.3.

### 4.2.1 N-Version Programming Operation

The basic NVP technique consists of an executive, \( n \) variants (versions), and a DM. The executive orchestrates the NVP technique operation, which has the general syntax:

```plaintext
run Version 1, Version 2, ..., Version \( n \)
if (Decision Mechanism (Result 1, Result 2, ..., Result \( n \))
    return Result
else failure exception
```

---

<table>
<thead>
<tr>
<th>Event Type</th>
<th>Percent Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Abnormal events correctly recovered</td>
<td>78%</td>
</tr>
<tr>
<td>Recovery failed</td>
<td>3%</td>
</tr>
<tr>
<td>Incorrect recovery, but no program failure</td>
<td>15%</td>
</tr>
<tr>
<td>Unnecessary recovery with no program failure</td>
<td>3%</td>
</tr>
</tbody>
</table>

Table 4.3
Overview of a Recovery Block Experiment’s Results
The NVP syntax above states that the technique executes the \( n \) versions concurrently. The results of these executions are provided to the DM, which operates upon them to determine if a correct result can be adjudicated. If one can (i.e., the Decision Mechanism statement above evaluates to \texttt{TRUE}), then it is returned. If a correct result cannot be determined, then an error occurs.

Figure 4.4 illustrates the structure and operation of the NVP technique. Both fault-free and failure scenarios (one in which a correct result cannot be found and one that fails prior to reaching the DM) for the NVP are described. In examining these scenarios, the following abbreviations will be used:

- \( V_i \): Version \( i \);
- \( n \): The number of versions;
- NVP: \( N \)-version programming;
- DM: Decision mechanism;
- \( R_i \): Result of \( V_i \).

![Figure 4.4](image-url)

\textit{Figure 4.4} \( N \)-version programming structure and operation.
4.2.1.1 Failure-Free Operation
This scenario describes the operation of NVP when no failure or exception occurs.

- Upon entry to NVP, the executive performs the following: formats calls to the \( n \) versions and through those calls distributes the input(s) to the versions.
- Each version, \( V_i \), executes. No failures occur during their execution.
- The results of the version executions (\( R_i \), \( i = 1, \ldots, n \)) are gathered by the executive and submitted to the DM.
- The \( R_i \) are equal to one another, so the DM selects \( R_c \) (randomly, since the results are equal), as the correct result.
- Control returns to the executive.
- The executive passes the correct result outside the NVP, and the NVP module is exited.

4.2.1.2 Failure Scenario—Incorrect Results
This scenario describes the operation of NVP when the DM cannot determine a correct result. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to NVP, the executive performs the following: formats calls to the \( n \) versions and through those calls distributes the input(s) to the versions.
- Each version, \( V_i \), executes.
- The results of the version executions (\( R_i \), \( i = 1, \ldots, n \)) are gathered by the executive and submitted to the DM.
- The \( R_i \) differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.
- Control returns to the executive.
- The executive raises an exception and the NVP module is exited.

4.2.1.3 Failure Scenario—Version Does Not Execute
This scenario describes the operation of NVP when at least one version does not complete its execution. Differences between this scenario and the failure-free scenario are in gray type.
Upon entry to NVP, the executive performs the following: formats calls to the \( n \) versions and through those calls distributes the input(s) to the versions.

The versions, \( V_n \), begin execution. One or more versions do not complete execution for some reason (e.g., stuck in an endless loop).

The executive cannot retrieve all version results in a timely manner. The executive submits the results it does have to the DM.

The DM expects \( n \) results, but receives \( n-1 \) results (or \( n-2 \), etc., depending on the number of failed versions). The basic majority voter cannot handle fewer than \( n \) results and sets a flag indicating its failure to select a correct result. [Note: If the DM is not equipped to recognize this failure, it may fail and the executive would have to recognize the DM failure.]

Control returns to the executive.

The executive raises an exception and the NVP module is exited.

4.2.1.4 Augmentations to \( N \)-Version Programming Operation

We have seen in these scenarios that NVP operation continues until the DM adjudicates a correct result, the DM cannot select a correct result, or the DM fails.

Several augmentations to the basic NVP have been suggested. Many of these simply involve using a different decision mechanism than the basic majority voter. Chapter 7 describes several alternative decision mechanisms. One optional DM is the dynamic voter (Section 7.1.6). Its ability to handle a variable number of result inputs could tolerate the failure experienced in the scenario described in Section 4.2.1.3.

Another augmentation to the basic NVP involves voting upon the results as each version completes execution (as opposed to waiting on all versions to complete). Once two results are available, the DM can compare them and if they agree, complete that NVP cycle. If the first two results do not match, the DM performs a majority vote on three results when it receives the third version’s results, and continues voting through the \( n \)th version execution, until it finds an acceptable result. When an acceptable result is found, it is passed outside the NVP, any remaining version executions are terminated, and the NVP module is exited. This scheme provides results more quickly than the basic NVP, assuming the versions have different expected execution times.
Other augmentations, enhancements, and combinations have been made to the NVP (and RcB) techniques. These are typically given an entirely new technique name rather than being called an extension to the NVP technique. Some of these techniques are described later in this chapter, and in the following two chapters.

### 4.2.2 N-Version Programming Example

This section provides an example implementation of the NVP technique. Recall the sort algorithm used in the RcB example (Section 4.1.2 and Figure 4.2). Our implementation produces incorrect results if one or more of the inputs is negative. How can we protect our system against faults arising from this error?

Figure 4.5 illustrates an NVP implementation of fault tolerance for this example. Note the additional components needed for NVP implementation:

![Diagram of N-Version Programming Example](image)

**Figure 4.5** Example of N-version programming implementation.
an executive that handles orchestrating and synchronizing the technique (e.g., distributing the inputs, as shown), one or more additional variants (versions) of the algorithm/program, and a DM. The versions are different variants providing an incremental sort. For versions 1 and 2, a quick-sort and bubble sort are used, respectively. Version 3 is the original incremental sort.

Also note the design of the DM. It is straightforward to compare result values if those values are individual numbers or strings (or other basic types). How do we compare a list of values? Must all entries in all or a majority of the lists be the same for success? Or can we compare each entry in the result lists separately? Since the result of our sort is an ordered list, we can check each entry against the entries in the same position in the other result lists. If we designate the result in this example as $r_i$ where $i = 1, 2, 3$ (up to $n = 3$ versions) and $j = 1, 2, \ldots, 6$ (up to $k = 6$ items in the result set), then our DM performs the following tests:

$$r_{ij} = r_{kj} = r_{nj} \quad \text{where } j = 1, \ldots, k$$

If the $r_{ij}$ are equal for a specific $j$, then the result for that entry in the list is $r_i$ (randomly selected since they are all equal). If they are not all equal for a specific $j$, do any two entries for a specific $j$ match? That is, does

$$r_{ij} = r_{kj} \text{ OR } r_{ij} = r_{nj} \text{ OR } r_{kj} = r_{nj} \quad \text{where } j = 1, \ldots, k$$

If a match is found, the matching value is selected as the result for that position in the list. If there is no match, that is, $r_{ij} \neq r_{kj} \neq r_{nj}$, then there is no correct result for that entry, designated by $\emptyset$.

Now, let’s step through the example:

- Upon entry to NVP, the executive performs the following: it formats calls to the $n = 3$ versions and through those calls distributes the inputs to the versions. The input set is $(8, 7, 13, -4, 17, 44)$.

- Each version, $V_i (i = 1, 2, 3)$, executes.

- The results of the version executions $(r_{ij}, i = 1, \ldots, n; j = 1, \ldots, k)$ are gathered by the executive and submitted to the DM.
The DM examines the results as follows (shading indicates matching results):

<table>
<thead>
<tr>
<th>j</th>
<th>r_{ij}</th>
<th>r_{2j}</th>
<th>r_{3j}</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
<td>-4</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>7</td>
<td>-7</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>8</td>
<td>-8</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>13</td>
<td>-13</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>17</td>
<td>-17</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>44</td>
<td>44</td>
<td>-44</td>
<td>44</td>
</tr>
</tbody>
</table>

The adjudicated result is \((-4, 7, 8, 13, 17, 44)\).

Control returns to the executive.

The executive passes the correct result, \((-4, 7, 8, 13, 17, 44)\), outside the NVP, and the NVP module is exited.

### 4.2.3 N-Version Programming Issues and Discussion

This section presents the advantages, disadvantages, and issues related to NVP. As stated earlier in this chapter, software fault tolerance techniques generally provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a design diverse, forward recovery technique, NVP subsumes design diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, coincident failures, overhead, cost, redundancy, etc.) and the programming practices used to implement the techniques are described in Chapter 3. Issues related to implementing voters are discussed in Section 7.1.

There are a few issues to note specifically for the NVP technique. NVP runs in a multiprocessor environment, although it could be executed sequentially in a uniprocessor environment. The overhead incurred (beyond that of running a single version, as in non-fault-tolerant software) includes additional memory for the second through the nth variants, executive, and DM; additional execution time for the executive and the DM; and
synchronization overhead. The time overhead for the NVP technique is always dependent upon the slowest variant, since all variant results must be available for the voter to operate (for the basic majority voter). One solution to the synchronization time overhead is to use a DM performing an algorithm that operates on two or more results as they become available. (See the self-configuring optimal programming (SCOP) technique discussion in Section 6.4.)

In NVP operation, it is rarely necessary to interrupt the module’s service during voting. This continuity of service is attractive for applications that require high availability.

To implement NVP, the developer can use the programming techniques (such as assertions, atomic actions, idealized components) described in Chapter 3. It is advised that the developer use the NVP paradigm described in Section 3.3.3 to maximize the effectiveness of NVP by minimizing the chances of introducing related faults. There are three elements to the NVP approach to software fault tolerance: the process of initial specification and NVP, the product of that process—the N-version software (NVS)—and the environment that supports execution of NVS and provides decision algorithms—the N-version executive (NVX).

The purpose of the NVP design paradigm [60, 5] (see Section 3.3.3) is to integrate NVP requirements and the software development methodology. The objectives of the design paradigm are to (a) reduce the possibility of oversights, mistakes, and inconsistencies in software development and testing; (b) eliminate the most perceivable causes of remaining design faults; and (c) minimize the probability that two or more variants produce similar erroneous results during the same decision action. Not only must the design and development be independent, but maintenance of the \( n \) variants must be performed by separate maintenance entities or organizations to maintain independence.

It is critical that the initial specification for the variants used in NVP be free of flaws. If the specification is flawed and the \( n \) programming teams use that specification, then the variants are likely to produce indistinguishable results. The success of NVP depends on the residual faults in each variant being distinguishable, that is, that they cause disagreement in the decision algorithm. Common mode failures or undetected similar errors among a majority of the variants can cause an incorrect decision to be made by the DM. Related faults among the variants and the DM also have to be minimized. The similar error problem is the core issue in design diversity [61] and has led to much research, some of it controversial (see [62]).

Also indistinguishable to voting-type decision algorithms are multiple correct results (MCR) (see Section 3.1.1). Hence, NVP in general, and
voting-type decision algorithms in particular, are not appropriate for situations in which MCR may occur, such as in algorithms to find routes between cities or finding the roots of an equation.

Using NVP to improve testing (e.g., in back-to-back testing) will likely result in bugs being found that might otherwise not be found in single version software [63]. However, testing the variants against one another with comparison testing may cause the variants to compute progressively more similar functions, thereby reducing the opportunity for NVP to tolerate remaining faults [64].

Even though NVP utilizes the design diversity principle, it cannot be guaranteed that the variants have no common residual design faults. If this occurs, the purpose of NVP is defeated. The DM may also contain residual design faults. If it does, then the DM may accept incorrect results or reject correct results.

NVP does provide design diversity, but does not provide redundancy or diversity in the data or data structures used. Independent design teams may design data structures within each variant differently, but those structures global to NVP remain fixed [16]. This may limit the programmers’ ability to diversify the variants.

Another issue in applying diverse, redundant software (this holds for NVP and other design diverse software approaches) is determination of the level at which the approach should be applied. The technique application level influences the size of the resulting modules, and there are advantages and disadvantages to both small and large modules. Stringini and Avizienis [65] detail these as follows. Small modules imply:

- Frequent invocations of the error detection mechanisms, resulting in low error latency but high overhead;
- Less computation must be redone in case of rollback, or less data must be corrected by a vote (i.e., in NVP), but more temporary data needs to be saved in checkpoints or voted upon;
- The specifications common to the diverse implementations must be similar to a higher level of detail. (Instead of specifying only what a large module should do, and which variables must compose the state of the computation outside that module, one needs to specify how that large module is decomposed into smaller modules, what each of the smaller modules does, and how it shall present its results to the DM.)
Also needed for implementation and further examination of the technique is information on the underlying architecture and technique performance. These are discussed in Sections 4.2.3.1 and 4.2.3.2, respectively. Table 4.4 lists several NVP issues, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 4.4 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+)</th>
<th>Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionality into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General forward recovery advantages</td>
<td>+</td>
<td></td>
<td>Section 1.3.1.2</td>
</tr>
<tr>
<td>General forward recovery disadvantages</td>
<td>−</td>
<td></td>
<td>Section 1.3.1.2</td>
</tr>
<tr>
<td>General design diversity advantages</td>
<td>+</td>
<td></td>
<td>Section 2.2</td>
</tr>
<tr>
<td>General design diversity disadvantages</td>
<td>−</td>
<td></td>
<td>Section 2.2</td>
</tr>
<tr>
<td>Similar errors or common residual design errors</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>MCR and identical and wrong results</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Consistent comparison problem (CCP)</td>
<td>−</td>
<td></td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>Overhead for tolerating a single fault</td>
<td>+/−</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Cost (Table 3.3)</td>
<td>+/−</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/−</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Design considerations</td>
<td>+</td>
<td></td>
<td>Section 3.3.1</td>
</tr>
<tr>
<td>Dependable system development model</td>
<td>+</td>
<td></td>
<td>Section 3.3.2</td>
</tr>
<tr>
<td>NVS design paradigm</td>
<td>+</td>
<td></td>
<td>Section 3.3.3</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/−</td>
<td></td>
<td>Section 4.1.3.3</td>
</tr>
<tr>
<td>Voters and discussions related to specific types of voters</td>
<td>+/−</td>
<td></td>
<td>Section 7.1</td>
</tr>
</tbody>
</table>
that the issue may be a disadvantage in general (e.g., cost is higher than non-fault-tolerant software) but an advantage in relation to another technique. In these cases, the reader is referred to the noted section for discussion of the issue.

4.2.3.1 Architecture
We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [16–18]. This includes defining the organization of software modules onto the hardware elements on which they run.

NVP is typically multiprocessor implemented with components residing on $n$ hardware units and the executive residing on one of the processors. Communications between the software components is done through remote function calls or method invocations. Laprie and colleagues [19] provide illustrations and discussion of architectures for NVP tolerating one fault and that for tolerating two consecutive faults.

4.2.3.2 Performance
There have been numerous investigations into the performance of software fault tolerance techniques in general (e.g., in the effectiveness of software diversity, discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation. Laprie and colleagues [19] provide the derivation and formulation of an equation for the probability of failure for NVP. A comparative discussion of the techniques is provided in Section 4.7.

One way to improve the performance of NVP is to use a DM that is appropriate for the problem solution domain. CV (see Section 7.1.4) is one such alternative to majority voting. Consensus voting has the advantage of being more stable than majority voting. The reliability of CV is at least equivalent to majority voting. It performs better than majority voting when average $N$-tuple reliability is low, or the average decision space in which voters work is not binary [53]. Also, when $n$ is greater than 3, consensus voting can make plurality decisions, that is, in situations where there is no majority (the majority voter fails), the consensus voter selects as the correct result the value of a unique maximum of identical outputs. A disadvantage of
consensus voting is the added complexity of the decision algorithm. However, this may be overcome, at least in part, by pre-approved DM components [66].

4.3 Distributed Recovery Blocks

The DRB technique (developed by Kane Kim [10, 67, 68]) is a combination of distributed and/or parallel processing and recovery blocks that provides both hardware and software fault tolerance. The DRB scheme has been steadily expanded and supported by testbed demonstrations. Emphasis in the development of the technique has been placed on real-time target applications, distributed and parallel computing systems, and handling both hardware and software faults. Although DRB uses recovery blocks, it implements a forward recovery scheme, consistent with its emphasis on real-time applications.

The technique’s architecture consists of a pair of self-checking processing nodes (PSP). The PSP scheme uses two copies of a self-checking computing component that are structured as a primary-shadow pair [69], resident on two or more networked nodes. In the PSP scheme, each computing component iterates through computation cycles and each of these cycles is two-phase structured. A two-phase structured cycle consists of an input acquisition phase and an output phase. During the input acquisition phase, input actions and computation actions may take place, but not output actions. Similarly, during the output phase, only output actions may take place. This facilitates parallel replicated execution of real-time tasks without incurring excessive overhead related to synchronization of the two partner nodes in the same primary-shadow structured computing station.

The structure and operation of the DRB are described in 4.3.1, with an example provided in 4.3.2. Advantages, limitations, and issues related to the DRB are presented in 4.3.3.

4.3.1 Distributed Recovery Block Operation

As shown in Figure 4.6, the basic DRB technique consists of a primary node and a shadow node, each cooperating and each running an RCB scheme. An input buffer at each node holds incoming data, released upon the next cycle. The logic and time AT is an acceptance test and WDT combination that checks its local processing. The time AT is a WDT that checks the other node in the pair. The same primary try blocks, alternate try blocks, and ATs
Figure 4.6  Distributed recovery block structure. (From: [67], © 1989, IEEE. Reprinted with permission.)
are used on both nodes. The local DB (database) holds the current local result. The DRB technique operation has the following much-simplified, single cycle, general syntax.

\[
\begin{align*}
\text{run} & \quad \text{RB1 on Node 1 (Initial Primary),} \\
& \quad \text{RB2 on Node 2 (Initial Shadow)} \\
\text{ensure} & \quad \text{AT on Node 1 or Node 2} \\
\text{by} & \quad \text{Primary on Node 1 or Alternate on Node 2} \\
\text{else by} & \quad \text{Alternate on Node 1 or Primary on Node 2} \\
\text{else failure exception}
\end{align*}
\]

The DRB single cycle syntax above states that the technique executes the recovery blocks on both nodes concurrently, with one node (the initial primary node) executing the primary algorithm first and the other (the initial shadow node) executing the alternate. The technique first attempts to ensure the AT (i.e., produce a result that passes the AT) with the primary algorithm on node 1’s results. If this result fails the AT, then the DRB tries the result from the alternate algorithm on node 2. If neither passes the AT, then backward recovery is used to execute the alternate on Node 1 and the primary on Node 2. The results of these executions are checked to ensure the AT. If neither of these results passes the AT, then an error occurs. If any of the results are successful, the result is passed on to the successor computing station.

Both fault-free and failure scenarios for the DRB are described below. During this discussion of the DRB operation, keep in mind the following. The governing rule of the DRB technique is that the primary node tries to execute the primary alternate whenever possible and the shadow node tries to execute the alternate try block whenever possible. In examining these scenarios, the following abbreviations and notations are used:

- **AT**: Acceptance test.
- **Check-1**: Check the AT result of the partner node with the WDT on;
- **Check-1**: Check the progress of and/or AT status of the partner node;
- **Check-2**: Check the delivery success of the partner node with the WDT on;
- **Status-1**: Inform other node of pickup of new input;
- **Status-2**: Inform other node of AT result;
- **Status-3**: Inform that output was delivered to successor computing station successfully.

The *Check* and *Status* notations above were defined in [70].
4.3.1.1 Failure-Free Operation
Table 4.5 describes the operation of the DRB technique when no failure or exception occurs.

4.3.1.2 Failure Scenario—Primary Fails AT, Alternate Passes on Backup Node
Table 4.6 outlines the operation of the DRB technique when the primary try block (on the primary node) fails its AT and the alternate try block (on the backup node) is successful. Differences between this scenario and the failure-free scenario are in gray type.

### Table 4.5
Distributed Recovery Block Without Failure or Exception

<table>
<thead>
<tr>
<th>Primary Node</th>
<th>Backup Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin the computing cycle (Cycle).</td>
<td>Begin the computing cycle (Cycle).</td>
</tr>
<tr>
<td>Receive input data from predecessor computing station (Input).</td>
<td>Receive input data from predecessor computing station (Input).</td>
</tr>
<tr>
<td>Start the recovery block (Ensure).</td>
<td>Start the recovery block (Ensure).</td>
</tr>
<tr>
<td>Inform the backup node of pickup of new input (Status-1 message).</td>
<td>Inform the primary node of pickup of new input (Status-1 message).</td>
</tr>
<tr>
<td>Run the primary try block (Try).</td>
<td>Run the alternate try block (Try).</td>
</tr>
<tr>
<td>Test the primary try block’s results [AT]. The results pass the AT.</td>
<td>Test the alternate try block’s results [AT]. The results pass the AT.</td>
</tr>
<tr>
<td>Inform backup node of AT success (Status-2 message).</td>
<td>Inform primary node of AT success (Status-2 message).</td>
</tr>
<tr>
<td>Check if backup node is up and operating correctly. Has it taken Status-2 actions during a preset maximum number of data processing cycles? (Check-1* Message) Yes, backup is OK.</td>
<td>Check AT result of primary node (Check-1 message). It passed and was placed in the buffer.</td>
</tr>
<tr>
<td>Deliver result to successor computing station (SEND) and update local database with result.</td>
<td>Check to make sure the primary successfully delivered result (Check-2 message). [Wait]</td>
</tr>
<tr>
<td>Tell backup node that result was delivered (Status-3 message).</td>
<td>Primary was successful in delivering result (No Timeout).</td>
</tr>
<tr>
<td>End this processing cycle.</td>
<td>End this processing cycle.</td>
</tr>
</tbody>
</table>
### Table 4.6
Operation of Distributed Recovery Block When the Primary Fails and the Alternate Is Successful

<table>
<thead>
<tr>
<th>Primary Node</th>
<th>Backup Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin the computing cycle (Cycle).</td>
<td>Begin the computing cycle (Cycle).</td>
</tr>
<tr>
<td>Receive input data from predecessor computing station (Input).</td>
<td>Receive input data from predecessor computing station (Input).</td>
</tr>
<tr>
<td>Start the recovery block (Ensure).</td>
<td>Start the recovery block (Ensure).</td>
</tr>
<tr>
<td>Inform the backup node of pickup of new input (Status-1 message).</td>
<td>Inform the backup node of pickup of new input (Status-1 message).</td>
</tr>
<tr>
<td>Run the primary try block (Try).</td>
<td>Run the alternate try block (Try).</td>
</tr>
<tr>
<td>Test the primary try block’s results (AT). The results fail the AT.</td>
<td>Test the alternate try block’s results (AT). The results pass the AT.</td>
</tr>
<tr>
<td>Inform backup node of AT failure (Status-2 message).</td>
<td>Inform primary node of AT success (Status-2 message).</td>
</tr>
<tr>
<td>Attempt to become the backup—rollback and retry using alternate try block (on primary node) using same data on which primary try block failed (to keep the state consistent or local database up-to-date). Assume the role of backup node.</td>
<td>Check AT result of primary node (Check-1 message). The primary node failed. Assume the role of primary node. Deliver result to successor computing station (SEND) and update local database with result.</td>
</tr>
<tr>
<td>Test the alternate try block’s results (AT). The results pass the AT.</td>
<td>Tell primary node that result was delivered (Status-3 message).</td>
</tr>
<tr>
<td>Inform backup node of AT success (Status-2 message).</td>
<td>—</td>
</tr>
<tr>
<td>Check AT result of backup node (Check-1 message). It passed and was placed in the buffer.</td>
<td>—</td>
</tr>
<tr>
<td>Check to make sure the backup node successfully delivered result (Check-2 message).</td>
<td>—</td>
</tr>
<tr>
<td>Backup was successful in delivering result (No Timeout).</td>
<td>—</td>
</tr>
<tr>
<td>End this processing cycle.</td>
<td>End this processing cycle.</td>
</tr>
</tbody>
</table>

### 4.3.1.3 Failure Scenario—Primary Node Stops Processing
This scenario is briefly described because it greatly resembles the previous scenario with few exceptions. If the primary node stops processing entirely, then no update message (Status-2) can be sent to the backup. The backup
node detects the crash with the expiration of a local timer associated with the Check-1 message. The backup node operates as if the primary failed its AT (as shown in the right-hand column in Table 4.6). If the backup node had stopped instead, there would be no need to change processing in the primary node, since it would simply retain the role of primary.

4.3.1.4 Failure Scenario—Both Fail
Table 4.7 outlines the operation of the DRB technique when the primary try block (on the primary node) fails its AT and the alternate try block (on the backup node) also fails its AT. Differences between this scenario and the failure-free scenario are in gray type.

In this scenario, the primary and back-up nodes did not switch roles. When both fail their AT, there are two (or more) alternatives for resumption of roles: (1) retain the original roles (primary as primary, backup as backup) or (2) the first node to successfully pass its AT assumes the primary role. Option one is less complex to implement, but option two can result in faster recovery when the retry of the initial primary node takes significantly longer than that of the initial backup.

4.3.2 Distributed Recovery Block Example
This section provides an example implementation of the DRB technique. Recall the sort algorithm used in the ReB technique example (Section 4.1.2 and Figure 4.2). The implementation produces incorrect results if one or more of the inputs is negative. In a DRB implementation of fault tolerance for this example, upon each node resides a recovery block consisting of the original sort algorithm implementation as primary and a different algorithm implemented for the alternate try block. The AT is the sum of inputs and outputs AT used in the ReB technique example, with a WDT. See Section 4.1.2 for a description of the AT. Look at Figure 4.6 for the following description of the DRB components for this example:

- Initial primary node X:
  - Input buffer;
  - Primary A: Original sort algorithm implementation;
  - Alternate B: Alternate sort algorithm implementation;
  - Logic and time AT: Sum of inputs and outputs AT with WDT;
  - Local database;
  - Time AT;
### Table 4.7
Operation of Distributed Recovery Block When Both the Primary and Alternate Try Blocks Fail

<table>
<thead>
<tr>
<th>Primary Node</th>
<th>Backup Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin the computing cycle (Cycle).</td>
<td>Begin the computing cycle (Cycle).</td>
</tr>
<tr>
<td>Receive input data from predecessor computing station (Input).</td>
<td>Receive input data from predecessor computing station (Input).</td>
</tr>
<tr>
<td>Start the recovery block (Ensure).</td>
<td>Start the recovery block (Ensure).</td>
</tr>
<tr>
<td>Inform the backup node of pickup of new input (Status -1 message).</td>
<td>Inform the primary node of pickup of new input (Status -1 message).</td>
</tr>
<tr>
<td>Run the primary try block (Try).</td>
<td>Run the alternate try block (Try).</td>
</tr>
<tr>
<td>Test the primary try block’s results (AT). The results fail the AT.</td>
<td>Test the alternate try block’s results (AT). The results fail the AT.</td>
</tr>
<tr>
<td>Inform backup node of AT failure (Status -2 message).</td>
<td>Inform primary node of AT failure (Status -2 message).</td>
</tr>
<tr>
<td>Rollback and retry using alternate try block (on primary node) using same data on which primary try block failed (to keep the state consistent or local database up-to-date).</td>
<td>Rollback and retry using primary try block (on backup node) using same data on which alternate try block failed (to keep the state consistent or local database up-to-date).</td>
</tr>
<tr>
<td>Test the alternate try block’s results (AT). The results pass the AT.</td>
<td>Test the primary try block’s results (AT). The results pass the AT.</td>
</tr>
<tr>
<td>Inform backup node of AT success (Status -2 message).</td>
<td>Inform primary node of AT success (Status -2 message).</td>
</tr>
<tr>
<td>Check if backup node is up and operating correctly. Has it taken Status-2 actions during a preset maximum number of data processing cycles? (Check -1 Message) Yes, backup is OK.</td>
<td>Check AT result of primary node (Check -1 message). It passed and was placed in the buffer.</td>
</tr>
<tr>
<td>Deliver result to successor computing station (SEND) and update local database with result.</td>
<td>Check to make sure the primary node successfully delivered result (Check -2 message).</td>
</tr>
<tr>
<td>Tell backup node that result was delivered (Status -3 message).</td>
<td>Primary was successful in delivering result (No Timeout).</td>
</tr>
<tr>
<td>End this processing cycle.</td>
<td>End this processing cycle.</td>
</tr>
</tbody>
</table>

- Initial shadow node Y:
  - Input buffer;
  - Primary A: Alternate sort algorithm implementation;
- Alternate B: Original sort algorithm implementation;
- Logic and time AT: Sum of inputs and outputs AT with WDT;
- Local database;
- Time AT.

Table 4.8 describes the events occurring on both nodes during the concurrent DRB execution.

4.3.3 Distributed Recovery Block Issues and Discussion

This section presents the advantages, disadvantages, and issues related to the DRB technique. In general, software fault tolerance techniques provide protection against errors in translating requirements and functionality into code but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a design diverse, forward recovery technique, the DRB subsumes design diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, coincident failures, overhead, cost, redundancy, etc.) and the programming practices used to implement the techniques are described in Chapter 3. Issues related to implementing AT’s are discussed in Section 7.2.

There are a few issues to note specifically for the DRB technique. The DRB runs in a multiprocessor environment. When the results of the initial primary node’s primary try block pass the AT, the overhead incurred (beyond that of running the primary alone, as in non-fault-tolerant software) includes running the alternate on the shadow node, setting the checkpoints for both nodes, and executing the ATs on both nodes. When recovery is required, the time overhead is minimal because maximum concurrency is exploited in DRB execution.

The DRB’s relatively low run-time overhead makes it a candidate for use in real-time systems. The DRB was originally developed for systems such as command and control in which data from one pair of processors is output to another pair of processors. The extended DRB implements changes to the DRB for application to real-time process control [71, 72]. Extensions and modifications to the original DRB scheme have also been developed
Table 4.8
Concurrent Events in an Example Distributed Recovery Block Execution

<table>
<thead>
<tr>
<th>Primary Node</th>
<th>Backup Node</th>
</tr>
</thead>
<tbody>
<tr>
<td>Begin the computing cycle.</td>
<td>Begin the computing cycle.</td>
</tr>
<tr>
<td>Receive input data from predecessor computing station. Input is (8, 7, 13, −4, 17, 44). Sum the inputs for later use by AT. (Sum of inputs = 85.)</td>
<td>Receive input data from predecessor computing station. Input is (8, 7, 13, −4, 17, 44). Sum the inputs for later use by AT. (Sum of inputs = 85.)</td>
</tr>
<tr>
<td>Start the recovery block.</td>
<td>Start the recovery block.</td>
</tr>
<tr>
<td>Inform the backup node of pickup of new input.</td>
<td>Inform the primary node of pickup of new input.</td>
</tr>
<tr>
<td>Run the primary try block (original sort algorithm). Result = (−4, −7, −8, −13, −17, −44).</td>
<td>Run the alternate try block (backup sort algorithm). Result = (−4, 7, 8, 13, 17, 44).</td>
</tr>
<tr>
<td>Test the primary try block’s results. Sum of inputs was 85; sum of results = −93, not equal. The results fail the AT.</td>
<td>Test the alternate try block’s results. Sum of inputs was 85; sum of results = 85, equal. The results pass the AT.</td>
</tr>
<tr>
<td>Inform backup node of AT failure.</td>
<td>Inform primary node of AT success.</td>
</tr>
<tr>
<td>Attempt to become the backup—rollback and retry using alternate algorithm (on primary node) using same data on which original sort algorithm failed. Result = (−4, 7, 8, 13, 17, 44).</td>
<td>Check AT result of primary node. The primary node failed. Assume the role of primary node.</td>
</tr>
<tr>
<td>Test the alternate try block’s (backup sort algorithm) results. Sum of inputs was 85; sum of results = 85, equal. The results pass the AT.</td>
<td>Delivered result to successor computing station and update local database with result.</td>
</tr>
<tr>
<td>Inform backup node of AT success.</td>
<td>Tell primary node that result was delivered.</td>
</tr>
<tr>
<td>Check AT result of backup node. It passed and was placed in the buffer.</td>
<td>—</td>
</tr>
<tr>
<td>Check to make sure the backup node successfully delivered result.</td>
<td>—</td>
</tr>
<tr>
<td>Backup was successful in delivering result.</td>
<td>—</td>
</tr>
<tr>
<td>End this processing cycle.</td>
<td>End this processing cycle.</td>
</tr>
</tbody>
</table>

for a repairable DRB [70] and for use in a load-sharing multiprocessing scheme [67].

As with the ReB technique, an advantage of the DRB is that it is naturally applicable to software modules, versus whole systems. It is natural to
apply the DRB to specific critical modules or processes in the system without incurring the cost and complexity of supporting fault tolerance for an entire system.

Also similar to the Rcb technique, effective DRB operation requires simple, highly effective ATs. A simple, effective AT can be difficult to develop and depends heavily on the specification (see Section 7.2). Timing tests are essential parts of the ATs for DRB use in real-time systems.

The DRB technique can provide real-time recovery from processing node omission failures and can prevent the follow-on nodes from processing faulty values to the extent determined by the AT’s detection coverage. The following DRB station node omission failures are tolerated: those caused by (a) a fault in the internal hardware of a DRB station, (b) a design defect in the operating system running on internal processing nodes of a DRB station, or (c) a design defect in some application software modules used within a DRB station [68].

Kim [68] lists the following major useful characteristics of the DRB technique.

- Forward recovery can be accomplished in the same manner regardless of whether a node fails due to hardware faults or software faults.
- The recovery time is minimal since maximum concurrency is exploited between the primary and the shadow nodes.
- The increase in the processing turnaround time is minimal because the primary node does not wait for any status message from the shadow node.
- The cost-effectiveness and the flexibility of the DRB technique is high because:
  - A DRB computing station can operate with just two try blocks and two processing nodes;
  - The two try blocks are not required to produce identical results and the second try block need not be as sophisticated as the first try block.

However, the DRB technique does impose some restrictions on the use of Rcb. To be used in DRB, a recovery block should be two-phase structured (see the DRB operational description earlier in Section 4.3). This restriction is necessary to prevent the establishment of interdependency, for recovery, among the various DRB stations.
To implement the DRB technique, the developer can use the programming techniques (such as assertions, checkpointing, atomic actions, idealized components) described in Chapter 3. Implementation techniques for the DRB are discussed by Kim in [68]. Also needed for implementation and further examination of the technique is information on the underlying architecture and performance. These are discussed in Sections 4.3.3.1 and 4.3.3.2, respectively. Table 4.9 lists several DRB issues, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 4.9 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general but an advantage in relation to

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+)/ Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionally into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General forward recovery advantages</td>
<td>+</td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General forward recovery disadvantages</td>
<td>−</td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General design diversity advantages</td>
<td>+</td>
<td>Section 2.2</td>
</tr>
<tr>
<td>General design diversity disadvantages</td>
<td>−</td>
<td>Section 2.2</td>
</tr>
<tr>
<td>Similar errors or common residual design errors (The DRB is affected to a lesser degree than other forward recovery techniques.)</td>
<td>−</td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Domino effect</td>
<td>−</td>
<td>Section 3.1.3</td>
</tr>
<tr>
<td>Overhead for tolerating a single fault</td>
<td>+/−</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Cost (Table 3.3)</td>
<td>+/−</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/−</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/−</td>
<td>Section 4.1.3.3</td>
</tr>
<tr>
<td>ATs and discussions related to specific types of ATs</td>
<td>+/−</td>
<td>Section 7.2</td>
</tr>
</tbody>
</table>

Table 4.9
Distributed Recovery Block Issue Summary
another technique. In these cases, the reader is referred to the discussion of the issue (versus repeating the discussion here).

4.3.3.1 Architecture
We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [16–18]. This includes defining the organization of software modules onto the hardware elements on which they run.

The DRB uses multiple processors with the recovery block components and executive residing on distributed hardware units. Communications between the software components is done through remote function calls or method invocations. Laprie and colleagues [19] provide illustrations and discussion of distributed architectures for recovery blocks tolerating one fault and those for tolerating two consecutive faults.

4.3.3.2 Performance
There have been numerous investigations into the performance of software fault tolerance techniques in general (e.g., in the effectiveness of software diversity, discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation. A comparative discussion of the techniques is provided in Section 4.7. Laprie and colleagues [19] provide the derivation and formulation of an equation for the probability of failure for the DRB technique.

One DRB experiment will be mentioned here, with others noted in Table 4.2 and in the comparative analysis of the techniques provided in Section 4.7. Kim and Welch [67] demonstrated the feasibility of the DRB using a radar tracking application. The most important results of the demonstration include the following.

- The increase in the average response time went from 1.8 to 2.6 milliseconds (this is small in relation to the maximum response time of 40 milliseconds for the application).
- The average processor utilization for the AT was 8%.
- Backup processing was not a significant portion of the total workload.
4.4 \textit{N} Self-Checking Programming

NSCP is a design diverse technique developed by Laprie, et al. [73, 19]. The hardware fault tolerance architecture related to NSCP is active dynamic redundancy. Self-checking programming is not a new concept, having been introduced in 1975 [74]. A self-checking program uses program redundancy to check its own behavior during execution. It results from either the application of an AT to a variant’s results or from the application of a comparator to the results of two variants. Self-checking software was used as the basis of the Airbus A-300, A-310, and A-320 [75] flight control systems and the Swedish railways interlocking system.

The NSCP hardware architecture consists of four components grouped in two pairs in hot standby redundancy, in which each hardware component supports one software variant. NSCP software includes two variants and a comparison algorithm or one variant and an AT on each hardware pair. When the NSCP executes, one of the self-checking components is the “active” component. The other components are “hot spares.” When the active component fails, one of the spares is switched to for delivery of the service. When a spare fails, the active component continues to deliver the service as it did before the spare failed. This is called result switching.

The \textit{N} in NSCP is typically even, with the NSCP modules executed in pairs. (\textit{N} can be odd, for instance, in the case where one variant is used in both pairs. In this case, if there are four hardware components, \textit{N} = 3.) Since the pairs are executed concurrently, there is an executive or consistency mechanism that controls any required synchronization of inputs and outputs. The self-checking group results are compared or otherwise assessed for correction. If there is no agreement, then the pair results are discarded. If there is agreement, then the pair results are compared with the other pair’s results. NSCP failure occurs if both pairs disagree or the pairs agree but produce different results. NSCP is thus vulnerable to related faults between the variants.

NSCP operation is described in 4.4.1, with an example provided in 4.4.2. The advantages and disadvantages of NSCP are presented in 4.4.3.

4.4.1 \textit{N} Self-Checking Programming Operation

The NSCP technique consists of an executive, \textit{n} variants, and comparison algorithm(s). The executive orchestrates the NSCP technique operation, which has the general syntax (for \textit{n} = 4):
run Variants 1 and 2 on Hardware Pair 1,
Variants 3 and 4 on Hardware Pair 2
compare Results 1 and 2 compare Results 3 and 4
if not (match) if not (match)
set NoMatch1 set NoMatch2
else set Result Pair 1 else set Result Pair 2
if NoMatch1 and not NoMatch2, Result = Result Pair 2
else if NoMatch2 and not NoMatch1, Result = Result Pair 1
else if NoMatch1 and NoMatch2, raise exception
else if not NoMatch1 and not NoMatch2
then compare Result Pair 1 and 2
if not (match), raise exception
if (match), Result = Result Pair 1 or 2
return Result

The NSCP syntax above states that the technique executes the \( n \) variants concurrently, on \( n/2 \) hardware pairs. The results of the paired variants are compared (e.g., variant 1 and 2 results are compared, variant 3 and 4 results are compared). If any pair’s results do not match, a flag is set indicating pair failure. If a single pair failure has occurred, then the nonfailing pair’s results are returned as the NSCP result. If both pairs failed to match, then an exception is raised. If pair results match (i.e., result 1 = result 2 and result 3 = result 4) then the results of the pairs are compared. If they match (i.e., result 1 = result 2 = result 3 = result 4), then the result is set as one of the matching values and returned as the NSCP result. If the result of the pair matches does not match, then an exception is raised.

NSCP operation is illustrated in Figure 4.7. The NSCP block is entered and the inputs are distributed to the variants. Each variant executes on the inputs and the pairs’ results are gathered. Perhaps the above verbal description of the NSCP result selection clouds the fairly simple concept. Another way of illustrating the result selection process follows in Figure 4.8.

4.4.2 \( N \) Self-Checking Programming Example

This section provides an example implementation of the NSCP technique. Recall the sort algorithm used in the RCB example (Section 4.1.2 and Figure 4.2). Our original sort implementation produces incorrect results if one or more of the inputs are negative. Let’s look at how the NSCP might be used to protect our system against faults arising from this error.
Figure 4.9 illustrates an NSCP implementation of fault tolerance for this example. Note the additional components needed for NSCP implementation: an executive that handles orchestrating and synchronizing the technique, \( n = 4 \) variants of incremental sort functionality, and comparators. Variant 1 is the original incremental sort; variant 2 uses the quicksort algorithm; variant 3 uses a bubble sort algorithm; and variant 4 uses heapsort. The comparators simply test if the values of its inputs (the variant results) are equal.

Now, let’s step through the example.

- Upon entry to the NSCP, the executive formats calls to the \( n = 4 \) variants and through those calls distributes the inputs to the variants. The input set is \( \{8, 7, 13, -4, 17, 44\} \).
- Each variant, \( V_i (i = 1, 2, 3, 4) \), executes.
The results of variants 1 and 2 executions are gathered and submitted to the comparator.

The comparator examines the results as follows:

\[ R = (-4, -7, -8, -13, -17, -44) \]

\[ R_2 = (-4, 7, 8, 13, 17, 44) \]

\[ R \neq R_2 \]

Pair failure. Set `NoMatch1` (to use the other pair’s results).

The comparator examines the results as follows:

\[ R = (-4, 7, 8, 13, 17, 44) \]

\[ R_2 = (-4, 7, 8, 13, 17, 44) \]

\[ R = R_2 \]

Pair agreement.

Pair result = \((-4, 7, 8, 13, 17, 44)\).
Figure 4.9 Example of N self-checking programming implementation.

- The pair results, the NoMatch1 flag, and (−4, 7, 8, 13, 17, 44) are gathered and submitted to another comparator.

- The comparator examines the results as follows:
  
  If (NoMatch1 AND NOT NoMatch2) use pair 2’s results:
  
  The adjudicated result is (−4, 7, 8, 13, 17, 44).

- Control returns to the executive.

- The executive passes the correct result, (−4, 7, 8, 13, 17, 44), outside the NSCP, and the NSCP module is exited.
4.4.3 N Self-Checking Programming Issues and Discussion

This section presents the advantages, disadvantages, and issues related to NSCP. As stated earlier in this chapter, software fault tolerance techniques generally provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a design diverse, forward recovery technique, NSCP subsumes design diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (e.g., similar errors, coincident failures, overhead, cost, and redundancy) and the programming practices used to implement the techniques are described in Chapter 3.

There are a few issues to note specifically for the NSCP technique. NSCP runs in a multiprocessor environment. The overhead incurred (beyond that of running a single non-fault-tolerant component) includes additional memory for the second through the nth variants, executive, and DM (comparators); additional execution time for the executive and the DMs; and synchronization (input consistency) overhead.

The NSCP delays results only for comparison and result switching and rarely requires interruption of the module’s service during the comparisons or result switching. This continuity of service is attractive for applications that require high availability.

In NVP, the variants cooperate via the voting DM to deliver a correct result. In NSCP though, each variant is responsible for delivering an acceptable result.

To implement NSCP, the developer can use the programming techniques (such as assertions, atomic actions, and idealized components) described in Chapter 3. The developer may use relevant aspects of the NVP paradigm described in Section 3.3.3 to minimize the chances of introducing related faults.

As in NVP and other design diverse techniques, it is critical that the initial specification for the variants used in NSCP be free of flaws. Common mode failures or undetected similar errors among the variants can cause an incorrect decision to be made by the comparators. Related faults among the variants and the comparators also have to be minimized.

Another issue in applying diverse, redundant software (i.e., this holds for NSCP and other design diverse software fault tolerance approaches) is determination of the level at which the approach should be applied. The
technique application level influences the size of the resulting modules, and there are advantages and disadvantages to both small and large modules (see Section 4.2.3 for a discussion).

NSCP is made up of self-checking components executing the same functionality. Combined with its error compensation capability, this gives the NSCP the important benefit of clearly defined error containment areas. The transformation from an erroneous to a potentially error-free state consists of simply switching to the nonfailed “hot spare” pair.

Also needed for implementation and further examination of the technique is information on the underlying architecture and technique performance. These are discussed in Sections 4.4.3.1 and 4.4.3.2, respectively. Table 4.10 lists several NSCP issues, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 4.10 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general but an advantage in relation to another technique. In these cases, the reader is referred to the noted section for discussion of the issue.

4.4.3.1 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [16–18]. This includes defining the organization of software modules onto the hardware elements on which they run.

As stated earlier, the NSCP hardware architecture consists of four components grouped in two pairs in hot standby redundancy, in which each hardware component supports one software variant. NSCP software includes two variants and a comparison algorithm or one variant and an AT on each hardware pair. The executive also resides on one of the hardware components. If the production of four variants is cost-prohibitive, then three variants can be distributed across the two hardware pairs with a single variant duplicated across the pairs. Communications between the software components is done through remote function calls or method invocations. Laprie and colleagues [19] provide illustrations and discussion of architectures for NSCP tolerating one fault and that for tolerating two consecutive faults.

4.4.3.2 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (e.g., in the effectiveness of
Table 4.10  
Self-Checking Programming Issue Summary

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+) / Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionality into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General forward recovery advantages</td>
<td>+</td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General forward recovery disadvantages</td>
<td>−</td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General design diversity advantages</td>
<td>+</td>
<td>Section 2.2</td>
</tr>
<tr>
<td>General design diversity disadvantages</td>
<td>−</td>
<td>Section 2.2</td>
</tr>
<tr>
<td>Similar errors or common residual design errors</td>
<td>−</td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>CCP</td>
<td>−</td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>Overhead for tolerating a single fault</td>
<td>+/−</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Cost (Table 3.3)</td>
<td>+/−</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/−</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Design considerations</td>
<td>+</td>
<td>Section 3.3.1</td>
</tr>
<tr>
<td>Dependable system development model</td>
<td>+</td>
<td>Section 3.3.2</td>
</tr>
<tr>
<td>NVS design paradigm</td>
<td>+</td>
<td>Section 3.3.3</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/−</td>
<td>Section 4.1.3.3</td>
</tr>
</tbody>
</table>

Software diversity, discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation. Laprie and colleagues [19] provide the determination and formulation of an equation for the probability of failure for NSCP. A comparative discussion of the techniques is provided in Section 4.7.
4.5 Consensus Recovery Block

The CRB technique, suggested by Scott, Gault, and McAllister [76, 77, 20], combines RcB and NVP implementation techniques. It is claimed that the CRB technique reduces the importance of the AT used in the RcB and is able to handle cases where NVP would not be appropriate because of MCR. CRB uses \( n \) variants that are ranked, as in RcB, in order of their service and reliability. The \( n \) variants are first run concurrently in NVP fashion, and their results are checked by a voter. If the voter does not determine a correct result (typically using a majority decision algorithm), then the results of the highest ranked variant are submitted to the AT. If that variant’s results fail the AT, then the next highest ranked variant’s results are sent to the AT, and so on, until an acceptable result passes the AT or no variants are left. In the RcB part of the CRB technique, the existing results of variant execution, that is, the ones that just failed to result in a majority decision, can be re-run through the AT, or, if a transient failure is likely, the variants can be re-run again prior to submitting their results to the AT. The system fails if both the NVP and the RcB portions of the technique fail to come up with a correct result.

CRB operation is described in 4.5.1, with an example provided in 4.5.2. The advantages and disadvantages of CRB are presented in 4.5.3.

4.5.1 Consensus Recovery Block Operation

A CRB consists of an executive, \( n \) ranked variants, a voter-type DM, and an AT. The executive orchestrates the CRB technique operation, which has the general syntax:

\[
\text{run Ranked Variant 1, Ranked Variant 2, ..., Ranked Variant \( n \)} \\
\text{if (Decision Mechanism (Result 1, Result 2, ..., Result \( n \)))} \\
\text{return Result} \\
\text{else} \\
\quad \text{ensure Acceptance Test} \\
\quad \text{by Ranked Variant 1 [Result]} \\
\quad \text{else by Ranked Variant 2 [Result]} \\
\quad \ldots \\
\quad \text{else by Ranked Variant \( n \) [Result]} \\
\quad \text{else raise failure exception} \\
\text{return Result}
\]

The CRB syntax above states that the technique executes the \( n \) ranked variants concurrently, as in NVP. The results of these executions are provided to the decision mechanism, which operates upon them to determine if a correct result can be adjudicated. If one can (i.e., the Decision Mechanism statement above evaluates to TRUE), then it is returned. If a
correct result cannot be determined, then the AT is attempted with the ranked variants’ results until an acceptable result is found. The brackets “[ ]” around the term Result above indicate that the variant results may be used in the AT with or without re-executing the variants. If no variant results pass the AT, an error occurs.

Figure 4.10 illustrates the operation of the CRB. Fault-free, partial failure, and failure scenarios for the CRB technique are described below. In examining these scenarios, the following abbreviations are used:

- **AT**: Acceptance test;
- **CRB**: Consensus recovery block;
- **DM**: Decision mechanism;
- **n**: The number of variants;
- **NVP**: N-version programming;
- **R_i**: Result of V_i;
- **V_i**: Variant i, where i = 1, 2, ..., n and indicates the variant rank order with V_1 being the highest ranked variant.

### 4.5.1.1 Failure-Free Operation

This scenario describes the operation of the CRB technique when no failure or exception occurs.

- Upon entry to the CRB, the executive performs the following: formats calls to the n ranked variants and through those calls distributes the input(s) to the variants.
- Each variant, V_i, executes. No failures occur during their execution.
- The results of the variant executions (R_i, i = 1, ..., n) are gathered by the executive and submitted to the DM, which is a voter in this part of the technique.

![Consensus recovery block structure and operation.](image)

**Figure 4.10** Consensus recovery block structure and operation.
• The $R_t$ are equal to one another, so the DM selects $R_t$ (randomly, since the results are equal), as the correct result.

• Control returns to the executive.

• The executive passes the correct result outside the CRB, and the CRB is exited.

4.5.1.2 Partial Failure Scenario—Voter Cannot Determine Correct Result, but Acceptance Test Does

This scenario describes the operation of the CRB technique when partial failure occurs, that is, when the DM cannot determine a correct result, but the AT finds one of the variant results acceptable. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to the CRB, the executive performs the following: formats calls to the $n$ variants and through those calls distributes the input(s) to the variants.

• Each variant, $V_i$, executes.

• The results of the variant executions ($R_i, i = 1, \ldots, n$) are gathered by the executive and submitted to the DM, which is a voter in this part of the technique.

• The $R_i$ differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.

• Control returns to the executive.

• The results of the highest ranked variant, $V_i$, are submitted to the AT.

• $V_i$’s results fail the AT.

• Control returns to the executive.

• The results of the next highest ranked variant, $V_i$, are submitted to the AT.

• $V_i$’s results pass the AT.

• Control returns to the executive.

• The executive passes the results outside the CRB, and the CRB is exited.

4.5.1.3 Failure Scenario—Neither Voter nor Acceptance Test Can Determine Correct Result

This scenario describes the failure operation of the CRB, that is, when neither the DM nor the AT can determine a correct result. Suppose in this case
that \( n = 3 \). Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the CRB, the executive performs the following: formats calls to the \( n \) variants and through those calls distributes the input(s) to the variants.
- Each variant, \( V_i \), executes.
- The results of the variant executions \( (R_i, i = 1, \ldots, n) \) are gathered by the executive and submitted to the DM, which is a voter in this part of the technique.
- The \( R_i \) differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.
- Control returns to the executive.
- The results of the highest ranked variant, \( V_i \), are submitted to the AT.
- \( V_i \)'s results fail the AT.
- Control returns to the executive.
- The results of the next highest ranked variant, \( V_j \), are submitted to the AT.
- \( V_j \)'s results fail the AT.
- The results of the next highest ranked variant, \( V_k \), are submitted to the AT.
- \( V_k \)'s results fail the AT.
- Control returns to the executive.
- The executive raises an exception and the CRB is exited.

### 4.5.2 Consensus Recovery Block Example

This section provides an example implementation of the CRB technique. We use a different example for this technique. Suppose we want to find the fastest round-trip route between a set of four cities. This is a nondeterministic problem that can yield more than one correct answer. That is, there may be multiple combinations of cities that can be traveled in the same amount of
time. Hence, we have the possibility of MCR occurring. How can the CRB technique be used to protect our system against the MCR problem?

Figure 4.11 illustrates a CRB implementation of fault tolerance for this example. Note the additional components needed for CRB implementation: an executive that handles orchestrating and synchronizing the technique,
one or more additional variants of the route finder algorithm/program, a
DM, and an AT. Each variant uses a different shortest-route-finding
algorithm and along with the route provides the amount of time it takes to
traverse that route.

Also note the design of the voter DM. Since the result of our algorithm
is an ordered list, we can check each entry against the entries in the same
position in the other result lists. If we designate the result in this example as
$r_j$, where $i = 1, 2, 3$ (up to $n = 3$ variants) and $j = 1, 2, \ldots, 5$ (up to $k = 4$ cities
in the result set, with the starting and ending city listed first and last in the
set if the algorithm performs correctly), then our DM performs the follow-
ing tests:

\[
\begin{align*}
r_{ij} &= r_{kj} & \text{for } j = 1, \ldots, k \\
r_{ij} &= r_{kj} & \text{for } j = 1, \ldots, k \\
r_{ij} &= r_{kj} & \text{for } j = 1, \ldots, k
\end{align*}
\]

If the $r_{ij}$ in any of the above tests are equal for all $j$, then the resultant set
for either $i$ in the equality is selected as the correct result. That is, if $r_{ij} = r_{kj}$
for $j = 1, \ldots, k$, then either $r_{ij}$ or $r_{kj}$ can be the correct result (i.e., they are the
same route), and one of them is selected randomly and passed on as the cor-
correct result. If none of the above tests are equal for all $j$, then the voter cannot
select a correct result.

Suppose the AT checks the following: (a) that all cities in the original
set of cities are in the resultant set, (b) that the starting and ending cities are
the same, and (c) that the time it takes to traverse the set of cities is within a
set of reasonable bounds. (Note: If the system had available time, the AT
could examine all resulting times and select the route with the lowest round-
trip time that also met the other criteria.)

Now, let’s step through the example.

• Upon entry to the CRB, the executive performs the following: for-
mats calls to the $n = 3$ variants and through those calls distributes
the inputs to the variants. The input set is (City A, City B, City C,
City D).

• Each variant, $V_i$ ($i = 1, 2, 3$), executes.

• The results of the variant executions ($r_{ij}$ $i = 1, \ldots, n; j = 1, \ldots, k$) are
gathered by the executive and submitted to the voter DM.
- The DM examines the results as follows:

<table>
<thead>
<tr>
<th>$j$</th>
<th>cityA</th>
<th>cityB</th>
<th>cityC</th>
<th>cityD</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>City A</td>
<td>City A</td>
<td>City A</td>
<td>City A</td>
<td>Multiple correct or</td>
</tr>
<tr>
<td>2</td>
<td>City B</td>
<td>City C</td>
<td>City C</td>
<td>City D</td>
<td>incorrect results</td>
</tr>
<tr>
<td>3</td>
<td>City C</td>
<td>City B</td>
<td>City C</td>
<td>City C</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>City D</td>
<td>City D</td>
<td>City B</td>
<td>City B</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>City D</td>
<td>City A</td>
<td>City A</td>
<td>City A</td>
<td></td>
</tr>
</tbody>
</table>

| Time | 125  | 4    | 57    |

No correct result could be found. There are either multiple correct or multiple incorrect results.

- Control returns to the executive.

- The results of the highest ranked variant, $V_1$, are submitted to the AT. The AT checks whether the first and last cities in the route are the same (the round-trip test). They are not, so the results of $V_1$ fail the AT.

- Control returns to the executive.

- The results of $V_2$ are submitted to the AT. The AT performs the round-trip test and the results pass. The AT checks that all input cities are in the result route. They are. Last, the AT sees that the time to take this route is calculated as 4 time units. Knowing that the shortest time between any of the cities is 7 time units (a lower-bound test), the AT rejects $V_2$’s results.

- Control returns to the executive.

- The results of $V_3$ are submitted to the AT. The AT performs the round-trip test and the results pass. The AT checks that all input cities are in the result route and they are. Last, the AT sees that the time to take this route is calculated as 57 time units and checks that against the lower bound of 7 time units. $V_3$’s results pass the AT.

- Control returns to the executive.

- The executive passes the results outside the CRB, and the CRB is exited.
4.5.3 Consensus Recovery Block Issues and Discussion

This section presents the advantages, disadvantages, and issues related to the CRB technique. As stated earlier in this chapter, software fault tolerance techniques generally provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a design diverse, forward recovery technique, the CRB subsumes design diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, coincident failures, overhead, cost, redundancy, etc.) and the programming practices used to implement the techniques are described in Chapter 3.

There are a few issues to note specifically for the CRB technique. CRB runs in a multiprocessor environment. The overhead incurred (beyond that of running a single non-fault-tolerant component) includes additional memory for the second through the nth variants, executive, and DMs (voting-type and AT); additional execution time for the executive and the DMs; and synchronization (input consistency) overhead.

The CRB delays results only for voting and acceptance testing (if necessary) and rarely requires interruption of the module’s service during the decision making. This continuity of service is attractive for applications that require high availability.

To implement the CRB technique, the developer can use the programming techniques (such as assertions, atomic actions, idealized components) described in Chapter 3. The developer may use relevant aspects of the NVP paradigm described in Section 3.3.3 to minimize the chances of introducing related faults.

As in NVP and other design diverse techniques, it is critical that the initial specification for the variants used in CRB be free of flaws. Common mode failures or undetected similar errors among the variants can cause an incorrect decision to be made by the DMs. Related faults among the variants and the DMs also have to be minimized.

Another issue in applying diverse, redundant software (i.e., this holds for the CRB and other design diverse software fault tolerance approaches) is determination of the level at which the approach should be applied. The technique application level influences the size of the resulting modules, and there are advantages and disadvantages to both small and large modules (see Section 4.2.3 for a discussion).
A general disadvantage of all hybrid strategies such as the CRB is an increased complexity of the fault-tolerance mechanism, which is accompanied by an increase in the probability of existence of design or implementation errors. The increased complexity does not, however, necessarily imply an increase in costs [78].

The anticipated increase in effectiveness of the CRB technique over NVP, for example, is largely based on the assumption that there are no common faults between the variants. We discussed common faults and correlated failures (see Section 3.1.1 and [79–81, 24, 25]) and know that this is generally not the case. Scott, Gault, and McAllister [20] developed reliability models for ReB, NVP, and CRB and showed that CRB was superior to NVP and ReB. However, if the CRB voter finds a match or a majority, the matching result is not submitted to the AT, thus bypassing the possible test for erroneous results caused by a correlated failure in two or more variants (or between the variants and the voter).

Information on the underlying architecture and technique performance is needed for implementation and further examination of the CRB technique. These are discussed in Sections 4.5.3.1 and 4.5.3.2, respectively. Table 4.11 lists several general issues related to the CRB technique, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 4.11 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general, but an advantage in relation to another technique. In these cases, the reader is referred to the noted section for discussion of the issue.

4.5.3.1 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [16–18]. This includes defining the organization of software modules onto the hardware elements on which they run.

The CRB technique’s architecture is very similar to that of NVP. It is typically multiprocessor implemented with components residing on n (the number of variants in the CRB) hardware units and an executive residing on one of the hardware components. The primary difference, in terms of component types, between the NVP and CRB techniques is that CRB employs the addition of AT(s). The most likely residence of a single AT used with CRB is on the same hardware component as the voting DM.
Table 4.11
Consensus Recovery Block Issue Summary

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+/−)</th>
<th>Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionality into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General forward recovery advantages</td>
<td>+</td>
<td></td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General forward recovery disadvantages</td>
<td>−</td>
<td></td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General design diversity advantages</td>
<td>+</td>
<td></td>
<td>Section 2.2</td>
</tr>
<tr>
<td>General design diversity disadvantages</td>
<td>−</td>
<td></td>
<td>Section 2.2</td>
</tr>
<tr>
<td>Similar errors or common residual design errors</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>CCP</td>
<td>−</td>
<td></td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/-</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Design considerations</td>
<td>+</td>
<td></td>
<td>Section 3.3.1</td>
</tr>
<tr>
<td>Dependable system development model</td>
<td>+</td>
<td></td>
<td>Section 3.3.2</td>
</tr>
<tr>
<td>NVS design paradigm</td>
<td>+</td>
<td></td>
<td>Section 3.3.3</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/-</td>
<td></td>
<td>Section 4.1.3.3</td>
</tr>
</tbody>
</table>

Communications between the software components is done through remote function calls or method invocations.

4.5.3.2 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (e.g., in the effectiveness of software diversity, discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and
results interpretation. Belli and Jedrzejowicz [82] provide a determination and formulation of an equation for the probability of failure for CRB. A comparative discussion of the techniques is provided in Section 4.7.

4.6 Acceptance Voting

The AV technique was proposed by Athavale [83] and evaluated by Belli and Jedrzejowicz [84] and Gantenbein, et al. [85]. The AV technique uses both an AT (see Section 7.2) and a voting-type DM (see Section 7.1), along with forward recovery (see Section 1.4.2) to accomplish fault tolerance. In AV, all variants can execute in parallel. The variant results are evaluated by an AT, and only accepted results are sent to the voter. Since the DM may see anywhere from 1 to \( n \) (where \( n \) is the number of variants) results, the technique requires a dynamic voting algorithm (see Section 7.1.6). The dynamic voter is able to process a varying number of results upon each invocation. That is, if two results pass the AT, they are compared. If five results pass, they are voted upon, and so on. If no results pass the AT, then the system fails. It also fails if the dynamic voter cannot select a correct result.

The operation of the AV technique is described in 4.6.1, and an example is provided in 4.6.2. Advantages, limitations, and issues related to the AV technique are presented in 4.6.3.

4.6.1 Acceptance Voting Operation

The AV technique consists of an executive, \( n \) variants, ATs, and a dynamic voter DM. The executive orchestrates the AV technique operation, which has the general syntax:

```plaintext
run Variant 1, Variant 2, ..., Variant n
  ensure Acceptance Test 1 by Variant 1
  ensure Acceptance Test 2 by Variant 2
  ...
  ensure Acceptance Test \( n \) by Variant \( n \)
[Result \( i \), Result \( j \), ..., Result \( m \) pass the AT]
if (Decision Mechanism (Result \( i \), Result \( j \),
    ..., Result \( m \))
  return Result
else
  return failure exception
```
The AV syntax above states that the technique executes the $n$ variants concurrently as in NVP. The results of each of these executions are provided to ATs. A different AT may be used with each variant; however, in practice, a single AT algorithm is used. All results that pass their AT are passed to the DM. The DM selects the majority, if one exists, and outputs it. If no results pass their ATs or if there is no majority (or matching result if $k = 2$) result, then an exception is raised. If only one output passes its AT, the voter assumes it is correct and outputs that result.

Figure 4.12 illustrates the operation of the AV technique. Fault-free, partial failure, and failure scenarios for the AV technique are described below. In examining these scenarios, the following abbreviations are used:

- $A_j$ Accepted result $j$, $j = 1, \ldots, m$;
- $AT_i$ Acceptance test associated with variant $i$;
- AV Acceptance voting;
- DM Decision mechanism;
- $m$ The number of accepted variant results;
- $n$ The number of variants;

![Diagram](image_url)

Figure 4.12  Acceptance voting technique structure and operation.
\( R_i \) Result of \( V_i \);
\( V_i \) Variant \( i \), where \( i = 1, 2, \ldots, n \).

4.6.1.1 Failure-Free Operation

This scenario describes the operation of the AV technique when no failure or exception occurs.

- Upon entry to the AV block, the executive performs the following: formats calls to the \( n \) variants and through those calls distributes the input(s) to the variants.
- Each variant, \( V_i \), executes. No failures occur during their execution.
- The results of the variant executions \( (R_i, i = 1, \ldots, n) \) are submitted to an AT.
- Each result passes its AT.
- The accepted results of the AT executions \( (A_j, j = 1, \ldots, m) \) are gathered by the executive and submitted to the DM, which is a dynamic voter in this part of the technique.
- The \( A_j \) are equal to one another, so the DM selects \( A_2 \) (randomly, since the results are equal), as the correct result.
- Control returns to the executive.
- The executive passes the correct result outside the AV block, and the AV block is exited.

4.6.1.2 Partial Failure Scenario—Some Results Fail Acceptance Test, but Voter Can Select a Correct Result from the \( k \geq 1 \) Accepted Results

This scenario describes the operation of the AV technique when partial failure occurs, that is, when only some \( k \) \( (1 \leq k < n) \) results pass the AT, but the DM can still select a correct result. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the AV block, the executive performs the following: formats calls to the \( n \) variants and through those calls distributes the input(s) to the variants.
- Each variant, \( V_i \), executes.
- The results of the variant executions \( (R_i, i = 1, \ldots, n) \) are submitted to an AT.
• Some results pass their AT, some fail their AT.
• The accepted results of the AT executions \( A_j \), \( j = 1, \ldots, m \) are gathered by the executive and submitted to the DM, which is a dynamic voter in this part of the technique.
• A majority of the \( A_j \) are equal to one another, so the DM selects one of the majority results as the correct result.
• Control returns to the executive.
• The executive passes the correct result outside the AV block, and the AV block is exited.

4.6.1.3 Failure Scenario—Results Passing Acceptance Test Fail Decision Mechanism
This scenario describes one failure scenario of the AV technique, that is, when some \( k (1 \leq k < n) \) results pass their AT, but the DM cannot determine a correct result. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to the AV block, the executive performs the following: formats calls to the \( n \) variants and through those calls distributes the input(s) to the variants.
• Each variant, \( V_i \), executes.
• The results of the variant executions \( R_i, i = 1, \ldots, n \) are submitted to an AT.
• Some results pass their AT, some fail their AT.
• The accepted results of the AT executions \( A_j \), \( j = 1, \ldots, m \) are gathered by the executive and submitted to the DM, which is a dynamic voter in this part of the technique.
• The \( A_j \) differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.
• Control returns to the executive.
• The executive raises an exception and the CRB module is exited.

4.6.1.4 Failure Scenario—No Variant Results Pass Acceptance Test
This scenario describes another failure scenario for the AV technique, that is, when none of the variant results pass their AT. Differences between this scenario and the failure-free scenario are in gray type.
• Upon entry to the AV block, the executive performs the following:
  formats calls to the \( n \) variants and through those calls distributes the
  input(s) to the variants.
• Each variant, \( V_i \), executes.
• The results of the variant executions \( (R_i; i = 1, \ldots, n) \) are submitted to
  an AT.
• None of the results pass their AT.
• Control returns to the executive.
• The executive raises an exception and the AV block is exited.

### 4.6.2 Acceptance Voting Example

This section provides an example implementation of the AV technique. We
use the same example for this technique as we did for the CRB—finding the
fastest round-trip route between a set of four cities. Recall that this problem
has the possibility of resulting in MCR. How can the AV technique be used
to provide fault tolerance for this system?

Figure 4.13 illustrates an AV implementation of fault tolerance for this
example. Note the additional components needed for AV implementation:
an executive that handles orchestrating and synchronizing the technique, one
or more additional variants of the route finder algorithm/program, an AT,
and a DM. Each variant uses a different shortest-route-finding algorithm and
along with the route provides the amount of time it takes to traverse that
route.

We use the same AT as that used in the CRB example. The AT checks
the following: (a) that all cities in the original set of cities are in the resultant
set, (b) that the starting and ending cities are the same, and (c) that the time
it takes to traverse the set of cities is within a set of reasonable bounds. The
same AT will be used for each variant.

Also note the design of the dynamic voter DM. If no results pass their
ATs, the executive can either bypass the voter and raise an exception itself
or send zero results to the voter. If the executive sends the voter zero results
to process, the voter can set a flag indicating to the executive that the voter
has failed to select a correct result. Then the executive can raise the except-
ion. The voter could also issue the exception itself. The manner of imple-
mentation depends on whether consistent operation is desired. By consistent
operation, we mean the dynamic voter operation in each case of 0, 1, 2, or
\( j \geq 3 \) results follows a consistent process. That is:
Figure 4.13  Example of acceptance voting implementation.

- Executive retrieves results from ATs;
- Executive passes results to voter;
- Voter determines number of results in the input set and determines whether or not a “correct” result can be adjudicated;
- Voter returns indicator of success and result;
- Executive retrieves voter findings and either raises an exception or passes on the adjudicated result.
Our executive works in the manner described above.

Table 4.12 indicates the voter operation based on the number of results it receives as input. The comparison and voting algorithm for the voter used in this example is described in Section 4.5.2.

Now, let’s step through the example.

- Upon entry to the AV the executive performs the following: formats calls to the \( n = 3 \) variants and through those calls distributes the inputs to the variants. The input set is (City A, City B, City C, City D).
- Each variant, \( V_i \ (i = 1, 2, 3) \), executes.
- The results of the variant executions are submitted to an AT. The results of the AT checks are as follows:

<table>
<thead>
<tr>
<th>Variant</th>
<th>Variant Result</th>
<th>AT Result</th>
</tr>
</thead>
</table>
| 1       | ([City A, City B, City C, City D], 125) | a) Round-trip?  
\( No\)—result fails the AT |
| 2       | ([City A, City C, City B, City D, City A], 4) | a) Round-trip?  
Yes  
b) All cities visited?  
Yes  
c) Trip time > 7?  
\( No\)—result fails the AT |
| 3       | ([City A, City D, City C, City B, City A], 57) | a) Round-trip?  
Yes  
b) All cities visited?  
Yes  
c) Trip time > 7?  
Yes  
Result passes the AT |

**Table 4.12**  
Acceptance Voting Technique Voter Operation

<table>
<thead>
<tr>
<th>Number of Inputs</th>
<th>Operation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Raise exception</td>
</tr>
<tr>
<td>1</td>
<td>Return single input as correct result</td>
</tr>
<tr>
<td>2</td>
<td>Compare inputs</td>
</tr>
<tr>
<td>( \geq 3 )</td>
<td>Vote</td>
</tr>
</tbody>
</table>
• Control returns to the executive.

• The results of the acceptable variant executions \( (R_i) \) are gathered by the executive and submitted to the dynamic voter DM.

• The DM examines the results:

<table>
<thead>
<tr>
<th>Number of Inputs</th>
<th>Input</th>
<th>Procedure</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>([\text{City A, City D, City C, City B, City A}, 57])</td>
<td>Single accepted result—output as adjudicated/correct result</td>
<td>([\text{City A, City D, City C, City B, City A}, 57])</td>
</tr>
</tbody>
</table>

• Control returns to the executive.

• The executive passes the results outside the AV, and the AV is exited.

### 4.6.3 Acceptance Voting Issues and Discussion

This section presents the advantages, disadvantages, and issues related to the AV technique. In general, software fault tolerance techniques provide protection against errors in translating requirements and functionality into code but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a design diverse, forward recovery technique, AV subsumes design diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, coincident failures, overhead, cost, redundancy, etc.) and the programming practices used to implement the techniques are described in Chapter 3. Issues related to implementing ATs and DMs are discussed in Sections 7.2 and 7.1, respectively.

There are a few issues to note specifically for the AV technique. The AV technique runs in a multiprocessor environment. The overhead incurred (beyond that of running a single non-fault-tolerant component) includes additional memory for the second through \( n \)th variants, executive, and DMs (ATs and voting type); additional execution time for the executive and the DMs; and synchronization overhead.
The AV technique delays results only for acceptance testing and voting and rarely requires interruption of the module’s service during the decision making. This continuity of service is attractive for applications that require high availability.

To implement the AV technique, the developer can use the programming techniques (such as assertions, atomic actions, and idealized components) described in Chapter 3. The developer may use relevant aspects of the NVP paradigm described in Section 3.3.3 to minimize the chances of introducing related faults.

As in NVP and other design diverse techniques, it is critical that the initial specification for the variants used in AV be free of flaws. Common mode failures or undetected similar errors among the variants can cause an incorrect decision to be made by the DMs. Related faults among the variants and the DMs also have to be minimized.

Another issue in applying diverse, redundant software (i.e., this holds for the AV technique and other design diverse software fault tolerance approaches) is determination of the level at which the approach should be applied. The technique application level influences the size of the resulting modules, and there are advantages and disadvantages to both small and large modules (see Section 4.2.3 for a discussion).

A general disadvantage of all hybrid strategies such as the AV technique is an increased complexity of the fault tolerance mechanism, which is accompanied by an increase in the probability of existence of design or implementation errors. The AV technique is very dependent on the reliability of its AT. If it allows erroneous results to be accepted, then the advantage of catching potential related faults prior to being assessed by the voter-type DM is minimal at best.

The AV technique is very similar to the combined RcB and NVP technique [82] and the multiversion software (MVS) technique [62]. It is suggested (in [82]) that this structure be used when the testing modules within the traditional RcB are unreliable, for example, due to being overly simple or to difficulties in evaluating functional module performance.

Also needed for implementation and further examination of the technique is information on the underlying architecture and performance. These are discussed in Sections 4.6.3.1 and 4.6.3.2, respectively. Table 4.7 in Section 4.5.3 lists several issues for the CRB technique that are also relevant to the AV technique. An additional pointer, beyond those in the table, should be provided for the AV technique—the dynamic voter. It is discussed in Section 7.1.6.
4.6.3.1 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [16–18]. This includes defining the organization of software modules onto the hardware elements on which they run.

The AV technique’s architecture is very similar to that of NVP. It is typically multiprocessor implemented with components residing on \( n \) (the number of variants in AV) hardware units. The primary difference, in terms of component types, between the NVP and AV techniques is that AV employs the addition of AT(s). An AT tests each variant’s result prior to allowing the result to be submitted to the voting DM. A single AT could reside on the same hardware component as the voter, but this may add unnecessary communications overhead between the variants and the AT. One example architecture consists of three hardware nodes, with a single variant on each node, the AT replicated on each node, and the executive and a voter on one of the nodes. (There could also be a different AT for each variant.) This configuration would decrease communications overhead when any variant (other than the one on the same processor as the voter) fails. Communication between the software components is done through remote function calls or method invocations.

4.6.3.2 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (e.g., in the effectiveness of software diversity, discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation. Belli and Jedrzejowicz [82] provide a determination and formulation of an equation for the probability of failure for AV (or the combined Rcb and NVP approach). A comparative discussion of the techniques is provided in Section 4.7.

The addition of an AT to each of the \( n \) variants increases the performance and coverage of the decision function. This AT excludes clearly erroneous results from the decision function. These AT’s need not be as vigorous as those used in Rcb because of the presence of the voting DM. They are to
serve as coarse filters so that clearly erroneous results are not presented to the DM and so that the DM does not wait for a result that will not arrive. After the voter has determined an output, the result can be used as feedback to the error-producing modules, which may, in turn, use the result to correct their internal state.

4.7 Technique Comparisons

There have been many experiments and analytical studies of software fault tolerance techniques. The results of some of these studies have been described elsewhere in this book (Chapter 3 for instance). The study results presented here provide insight into the performance of the techniques themselves. Since each study has different underlying assumptions, it is difficult to compare the results across experiments. The fault assumptions used in the experiments and studies are important and if changed or ignored can alter the interpretation of the results. In this section, we have grouped the work within subsections based on the techniques analyzed. Within that categorization, the results of experiments are presented. Most existing research has been performed on the two basic techniques—the RcB and NVP. These findings are described in Section 4.7.1. Other research on technique comparisons are presented for:

- RcB and DRB in Section 4.7.2;
- CRB, RcB, and NVP in Section 4.7.3;
- AV, CRB, RcB, and NVP in Section 4.7.4.

Before continuing, we present the following tables that summarize the techniques described in this chapter. Table 4.13 presents the main characteristics of the design diverse software fault tolerance techniques described. The structure of the table and the entries for the RcB, NVP, and NSCP techniques were developed by Laprie and colleagues [19]. Entries for the DRB, CRB, and AV techniques have been added for this summary. Table 4.14 presents the main sources of overhead for the techniques in tolerating a single fault (versus non-fault-tolerant software). Again, the structure of the table and the entries for the RcB, NVP, and NSCP techniques were developed by Laprie and colleagues [19], with entries for the DRB, CRB, and AV techniques added by this author for the summary.
<table>
<thead>
<tr>
<th>Method</th>
<th>Error Processing Technique</th>
<th>Judgement on Result Acceptability</th>
<th>Variant Execution Scheme</th>
<th>Consistency of Input Data</th>
<th>Suspension of Service Delivery During Error Processing</th>
<th>Number of Variants for Tolerance of Sequential Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rb</td>
<td>Error detection by AT and backward recovery</td>
<td>Absolute, with respect to specification</td>
<td>Sequential</td>
<td>Implicit, from backward recovery principle</td>
<td>Yes, duration necessary for executing one or more variants</td>
<td>( f + 1 )</td>
</tr>
<tr>
<td>NSCP</td>
<td>Error detection and result switching</td>
<td>Detection by AT(s)</td>
<td>Parallel</td>
<td>Explicit, by dedicated mechanisms</td>
<td>Yes, duration necessary for result switching</td>
<td>( 2(f + 1) )</td>
</tr>
<tr>
<td>NVP</td>
<td>Vote</td>
<td></td>
<td></td>
<td></td>
<td>No</td>
<td>( f + 2 )</td>
</tr>
<tr>
<td>DRB</td>
<td>Error detection by AT and forward recovery</td>
<td>Absolute, with respect to specification</td>
<td>Parallel</td>
<td>Implicit, from internal backward recovery principle and explicit from two-phase commit principle</td>
<td>No</td>
<td>( f + 1 )</td>
</tr>
</tbody>
</table>
Table 4.13 (continued)

<table>
<thead>
<tr>
<th>Method</th>
<th>Error Processing Technique</th>
<th>Judgement on Result Acceptability</th>
<th>Variant Execution Scheme</th>
<th>Consistency of Input Data</th>
<th>Suspension of Service Delivery During Error Processing</th>
<th>Number of Variants for Tolerance of Sequential Faults</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRB</td>
<td>Vote, then AT</td>
<td>Both relative on variant results with result selected by voter and absolute, with respect to specification when AT used</td>
<td>Parallel</td>
<td>Explicit, by dedicated mechanisms</td>
<td>No</td>
<td>$f + 1$</td>
</tr>
<tr>
<td>AV</td>
<td>AT, then vote</td>
<td>Both absolute, with respect to specification when AT used and relative on variant results with result selected by voter</td>
<td>Parallel</td>
<td>Explicit, by dedicated mechanisms</td>
<td>No</td>
<td>$f + 1$</td>
</tr>
<tr>
<td>Method Name</td>
<td>Structural Overhead</td>
<td>Operational Time Overhead</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------</td>
<td>---------------------</td>
<td>---------------------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Diversified Software Layer</td>
<td>Mechanisms (Layers Supporting the Diversified Software Layer)</td>
<td>Systematic</td>
<td>On Error Occurrence</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Decider</td>
<td>Variants Execution</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCB</td>
<td>One variant and one AT</td>
<td>Recovery cache</td>
<td>AT execution</td>
<td>Accesses to recovery cache</td>
<td>One variant and AT execution</td>
<td></td>
</tr>
<tr>
<td>NSCP</td>
<td>Error detection by ATs</td>
<td>One variant and two ATs</td>
<td>Result switching</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error detection by comparison</td>
<td>Three variants</td>
<td>Comparators and result switching</td>
<td>Comparison execution</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NVP</td>
<td>Two variants</td>
<td>Voters</td>
<td>Vote execution</td>
<td></td>
<td>Usually negligible</td>
<td></td>
</tr>
<tr>
<td>DRB</td>
<td>2X(one variant, one AT)</td>
<td>Recovery cache, WDT</td>
<td>AT execution</td>
<td>Accesses to recovery cache</td>
<td>Usually negligible</td>
<td></td>
</tr>
<tr>
<td>CRB</td>
<td>Two variants and one AT</td>
<td>Voter</td>
<td>Vote execution and AT execution</td>
<td>Input data consistency and variants execution synchronization</td>
<td>Usually negligible</td>
<td></td>
</tr>
<tr>
<td>AV</td>
<td>Two variants and one AT</td>
<td>Voter</td>
<td>AT execution and vote execution</td>
<td>Input data consistency and variants execution synchronization</td>
<td>Usually negligible</td>
<td></td>
</tr>
</tbody>
</table>
4.7.1  *N*-Version Programming and Recovery Block Technique Comparisons

Before looking at comparisons of NVP and RCB, we briefly examine the reliability of NVP compared with that of a single non-fault-tolerant component. McAllister, Vouk, and colleagues [52, 53, 86] provide this analysis from both data and time domain perspectives. From the data domain perspective, they found that majority voting increases the reliability over a single component only if the reliability of the variants is larger than 0.5 and the voter is perfect. Specifically, if (a) the output space has cardinality \( \rho \), (b) all components fail independently, (c) the components have the same reliability \( r \), (d) correct outputs are unique, and (e) the voter is perfect, then NVP will result in a system that is more reliable than a single component only if \( r > 1/\rho \) [86]. The basic majority voting approach has a binary output space, and hence its boundary variant reliability is \( 1/\rho = 0.5 \). The variant reliability must be larger than the boundary variant reliability to improve the performance of the system when more variants are added [53]. Let the system reliability be bounded by \( R \). If \( R \leq r \), then one should invest software development time on a single component rather than develop a three-version NVP system.

From the time domain perspective, reliability can be defined as the probability that a system will complete its mission, or operate through a certain period of time, without failing. Suppose we use the simplest time-dependent failure model for this analysis. It assumes that failures arrive randomly with an exponentially distributed interarrival time, with expected value \( \lambda \). \( \lambda \) is the failure or hazard rate and is constant. For \( t \leq t_0 \) (\( t_0 = \ln 2/\lambda = 0.7\lambda \)), the three-variant NVP system (NVP3) is more reliable than a single component. However, during longer missions, \( t > t_0 \), NVP3 fault tolerance may actually degrade system reliability [53].

Now that we have an idea of when it would be appropriate to develop an NVP system from a reliability perspective, let’s turn our attention to comparing the NVP and RCB techniques. We know from the earlier discussion on RCB that its AT must be more reliable than the alternates. We also know that, in NVP, related faults among the variants and between the variants and the DM must be minimized. The basic NVP DM is fairly generic, basing its decision on a relative basis among the variant results. The RCB technique AT, however, is specific to each application, providing an absolute decision for each alternate’s result against the specification. Armed with this information, let’s compare the way related faults affect these techniques.
The probabilities of activation of an independent fault in the DM and of related faults between the variants and the DM are likely to be greater for RcB than for NVP [49].

NVP is far more sensitive to the removal of independent faults than RcB because of the parallel nature of the NVP execution and decision making [43, 50].

If similar or related faults are present, they are likely to have a larger impact on RcB technique performance. Therefore, the removal of similar or related faults and of faults in decision nodes will likely produce more substantial reliability gains for RcB than for NVP [53].

If one could develop a perfect AT and a perfect voter and if we assume failure independence, then an RcB system with three alternates (RcB3) is a better solution than the NVP3 system. (The requirements for and difficulty of producing an AT is discussed in Chapter 7.)

Tai and colleagues have done extensive investigation into the performance of NVP and RcB (see [42, 87, 88]). Tai defines performability as a unification of performance and dependability, that is, a system’s ability to perform (serve its users) in the presence of fault-caused errors and failures [42]. The major results of their investigations follow.

- **Effectiveness for a 10-hour mission:** RcB is more effective than NVP throughout the considered domain of related-fault probabilities.

- **Relative dependability:** As shown in other studies, for both RcB and NVP, the probability of a catastrophic failure is dominated by the probability of a related fault between the components. In RcB, an error due to a related fault in the primary and secondary alternates cannot result in catastrophic failure. Also, in RcB, an error due to a related fault in the secondary alternate and the AT can result in a catastrophic failure only if the AT rejects the primary’s results. In NVP, the probability of a related fault between any two variants contributes directly to the probability of catastrophic failure. The occurrence of a catastrophic failure (during a single iteration) for NVP is approximately three times more likely than that for RcB.
• **Performance**: RCB has a performance advantage over NVP. This is due, in part, to distinctions in strict performance of the techniques. The mean iteration time for RCB is dominated by the mean combined execution time of the primary and the AT. However, NVP’s mean iteration time is lengthened because variant synchronization requires the system to wait for the slowest variant. If variant execution times are assumed to be exponentially distributed, variant synchronization results in a relatively severe penalty on NVP performance.

• **Difference in effectiveness**: When the mean execution times of the components are identical, the effectiveness of NVP is slightly better than that of RCB in the very low related-fault probability domain. The difference between RCB and NVP effectiveness becomes greater as the probability of a related fault increases. If the probability of a related fault is low, the difference in the effectiveness of RCB and NVP is due mainly to the performance penalty imposed by variant synchronization. As the probability of related faults increases, this difference in effectiveness is amplified since NVP is more vulnerable to a catastrophic failure caused by a related fault between two variants.

• **Summary**: Tai and colleagues surmise that NVP is inferior to RCB for the following reasons: (1) from the performance perspective, NVP iteration time suffers a severe performance penalty due to variant synchronization (when variant execution time is exponentially distributed); (2) from the dependability perspective, the basic NVP technique is more vulnerable to undetected errors caused by related faults between variants.

### 4.7.1.1 N-Version Programming Improvements

Based on the analysis noted above, Tai [42] suggests two modifications that could enhance the effectiveness of the basic NVP technique, for example, (1) enhancing performance by modifying the use of the computational redundancy in an operational context, and (2) enhancing dependability by applying an AT before the decision function delivers a result. The first modification results in an NVP variation that incorporates a variant synchronization strategy consisting of three variants and two decision functions. When the fastest two variants complete execution, their results are compared. If they match, the result is output. If they do not match, the slowest
variant’s result is used as a tie-breaker (TB). The second DM tries to determine a majority from all three variant results and operates like the basic NVP voter. This technique is referred to as NVP with a tie-breaker (NVP-TB). Performability analysis results for NVP-TB are provided below [88].

- **Synchronization penalty:** In a mission of 10 hours, the performance penalty due to variant synchronization was significantly reduced in NVP-TB. With this modification, the iteration time is dominated by the two faster variants instead of the slowest one.

- **Related faults:** If the probability of related faults increases such that dependability is sufficiently reduced, the NVP-TB becomes less effective than the RcB and basic NVP techniques.

Hence, it was shown that an improvement in performance alone does not assure improved performability and that the system dependability is a factor in determining whether strict performance improvements will be beneficial. So, to reduce the probability of an erroneous result from a consensus decision, Tai and colleagues modified the basic NVP technique by adding an AT of the type employed by RcB. In this new technique, NVP-AT, when the decision function reaches a consensus decision, it passes the majority result to an AT, which decides whether the result is correct. They found that the use of an AT reduces the probability of an undetected error (catastrophic failure). However, the probability of suppressing a result during an iteration became greater. Performability analysis results for NVP-AT are provided below [88].

- **Low probability of related faults:** When the probability of a related fault between two variants is low, the effectiveness of NVP-AT is less than that of the basic NVP. So, when dependability is already relatively high, the AT fails to compensate for the performance penalties it imposes.

- **Moderate to high probability of related faults:** When the probability of a related fault is moderate to high, NVP-AT is more effective than the basic NVP. The dependability enhancement provided by the AT now helps the overall system performability. The amount of improvement increases as the original system becomes less dependable.
From this analysis, it was found that a design modification based strictly on either performance or dependability considerations can have negative effects on the overall effectiveness of a fault-tolerant software system.

Since, as a function of the probability of related faults, the effectiveness of the two modified techniques complemented one another, a combined technique was designed. The combined technique, referred to as the NVP-TB-AT, incorporates both a tie-breaker and an AT. The AT is only applied when the second decision function reaches a consensus decision. When the probability of related faults is low, the efficient synchronization provided by the TB mechanism compensates for the performance reduction caused by the AT. When the probability of related faults is high, the additional error detection provided by the AT reduces the likelihood (due to the high execution rate of NVP-TB) of an undetected error [88].

4.7.2 Recovery Block and Distributed Recovery Block Technique Comparisons

Tai and colleagues examined the performability of the RcB and DRB techniques [42, 87, 88]. (Performability was defined in the previous section.) The analysis examined the probability of occurrence of several events for the techniques and resulted in the following key observations:

- **Risk related to hardware error:** In the DRB technique, a hardware error kills a task only if it is combined with certain other error conditions. In the RcB, a single hardware error can corrupt a task.

- **Risk related to timing error:** For the DRB, a timing error causes a task loss only if a timing error in the execution of the secondary followed by the AT occurs in coincidence with other error conditions (i.e., a timing error of primary followed by the AT, a software error in the primary and AT, or a hardware error in the processor accommodating the primary and AT). On the other hand, in the RcB technique, the excessive execution time for the primary followed by the AT alone can cause an unrecoverable timing error. Therefore, in general, \( P(\text{the event that a task is lost due to timing error, given that it is executed in RcB}) > P(\text{the event that a task is lost due to timing error, given that it is executed in the DRB}) \).

- **Risk related to software error:** For DRB, the event that a software error (ultimately) kills a task can be triggered by other error conditions (i.e., a timing error of primary followed by the AT and a hardware error in the processor accommodating the same). However,
these error conditions would not trigger a software error in the RCB
since they directly kill a task by themselves. In other words, in RCB,
a potential software error could be masked by other types of errors.
Therefore, \( P(\text{the event that a task is lost due to software error, given}
\text{that it is executed in RCB}) < P(\text{the event that a task is lost due to}
\text{software error, given that it is executed in DRB}) \), in general. The
difference between the probabilities of failure due to a software error in
the two techniques is less significant than that between the prob-
abilities of failure due to a hardware error in the two techniques and
that between the probabilities of failure due to a timing error in the
two techniques (which may differ by orders of magnitude).

- **Risk related to system being full:** DRB task execution results in a
  higher \( P(\text{the event that a task is lost due to the system being full}) \),
so as the DRB continues to execute tasks, \( P(\text{the event that a task is lost}
due to hardware error}) \) and \( P(\text{the event that a task is lost due to tim-
ing error}) \) decrease and \( P(\text{the event that a task is lost due to software}
error}) \) and \( P(\text{the event that a task is lost due to the system being full}) \)
increase.

### 4.7.3 Consensus Recovery Block, Recovery Block Technique, and N-Version
Programming Comparisons

The CRB technique has been found (as reported in [52, 53]) to be surpris-
ingly robust in the presence of high intervention correlation. However, it is
important to note that the models used did not include correlation effects.
Although these statements appear contradictory in nature, the example
results below should clarify the particular situations in which the CRB tech-
nique performs well. In general, when the AT is not of very high quality,
CRB tends to outperform NVP and to perform competitively with the RCB
technique. The following results of CRB performance are from the experi-
ments and studies reported in [52, 53], unless otherwise referenced.

- **When there is failure independence between variants and a zero
  probability of identical and wrong (IAW) answers, CRB is always
  superior to NVP (given the same variant reliability and the same
  voting strategy) and to RCB (given the same variant and AT reliabil-
  ity) [20, 82].**

- **When there is a very high failure correlation between variants, CRB
  is expected to outperform NVP (given the same voting strategy)
only when the variants that do fail coincidentally return different results. (The CRB-AT would then be invoked.)

- When the probability of IAW results is very high, CRB is not superior to NVP. (The CRB-AT would be invoked infrequently because the majority voter would select one of the identically incorrect results as the “correct” answer.) The NVP does not perform well either in this situation.
- For \( n = 3 \), CRB with majority voting has reliability equal to or better than the reliability of NVP with majority voting (using the same variants).
- For \( n = 5 \), with a lower \( n \)-tuple reliability, NVP with consensus voting performs almost as well as CRB.
- Most of the time, CRB with consensus voting is more reliable than NVP with consensus voting.
- NVP with consensus voting may be marginally more reliable than CRB with consensus voting when the AT reliability is low, or when AT and program failures produce IAW results. This situation was observed with low frequency [52].

So, in general, we have the following conclusions.

- CRB with majority voting is more stable and is at least as reliable as NVP with majority voting.
- The advantage of using CRB may be marginal in high failure correlation situations or where the AT is of poor quality.
- CRB performs poorly in all situations where the voter is likely to select a set of IAW responses as the correct answer.
- It is noted (by Vouk and McAllister [52, 53]) that, given a sufficiently reliable AT or binary output space or very high interversion failure correlation, all schemes that vote may have difficulty competing with ReB technique.

4.7.4 Acceptance Voting, Consensus Recovery Block, Recovery Block Technique, and N-Version Programming Comparisons

The AV technique’s performance is very dependent on the reliability of its AT. In general, the technique provides lower reliability than the CRB, ReB, and NVP techniques. However, in the following situations, the AV
A technique can outperform (i.e., be more reliable than) the CRB, RCB, NVP, or any other voting-based approach. (These results are from [53].)

- **AV and CRB:** When there is a large probability that the CRB voter would return a wrong answer, and simultaneously the AT (in AV) is reliable enough to eliminate most of the incorrect responses before voting, AV reliability can be greater than that of CRB. This may happen when the voter decision space is small.

- **AV and RCB:** When the AT is sufficiently reliable, the AV technique can be more reliable than the RCB technique.
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Data Diverse Software Fault Tolerance Techniques

Ammann and Knight [1–3] proposed the use of data diversity as a software fault tolerance strategy to complement design diversity by compensating for design diversity’s limitations. Data diversity involves obtaining a related set of points in the program data space, executing the same software on those points, and then using a decision algorithm to determine the resulting output. Data diversity is based on a generalization of the works of [4–6], which utilize data diverse approaches relying on circumstantial changes in execution conditions. These execution conditions can be changed deliberately to produce data diversity [3]. This is done using data re-expression. Data diverse techniques use data re-expression algorithms (DRA) to obtain their input data. Through a pilot study on data diversity [1–3], the N-copy programming (NCP) and retry block (RtB) data diverse software fault tolerance structures were developed. In addition, Pullum introduced two-pass adjudicators (TPA) as a combination technique using both design and data diverse techniques [7–9].

The data diverse techniques discussed in this chapter use the principle of redundancy and diversifying input data to detect and tolerate software faults. This chapter covers the original data diverse software fault tolerance techniques—RtB and NCP. New techniques and combinations of data and design diverse techniques have been proposed to attack different problem domains, while attempting to maintain the strengths of these foundational techniques. An additional technique described in this chapter is the set of
techniques called the TPA. The techniques’ operations, advantages, and disadvantages are discussed in this chapter.

A significant amount of material is presented in this chapter for each technique, broadly divided into operation, example, and issues. The first figure shown for each technique describes its operation. For those wanting a brief introduction to the technique, this operational figure is a good place to start. Operational details are provided via scenarios and an example. Issues related to each technique are summarized in a table in the third subsection (issues) for each technique. A similar format for discussion of each technique is followed in this chapter and in Chapters 4 and 6.

5.1 Retry Blocks

The basic RtB technique is one of the two original data diverse software fault tolerance techniques developed by Ammann and Knight [1–3]. In addition to being a data diverse technique, the RtB technique is also categorized as a dynamic technique (described in Section 4.1). The hardware fault tolerance architecture related to the RtB technique is stand-by sparing or passive dynamic redundancy. The RtB technique is the data diverse complement of the recovery block (RcB) scheme (see Section 4.1).

The RtB technique uses acceptance tests (AT) (see Section 7.2) and backward recovery (see Section 3.1) to accomplish fault tolerance. The technique typically uses one DRA (see Sections 2.3.1 through 2.3.3) and one algorithm. A watchdog timer (WDT) is also used and triggers execution of a backup algorithm if the original algorithm does not produce an acceptable result within a specified period of time. The algorithm is executed using the original system input. The primary algorithm’s results are examined by an AT that has the same form and purpose as the AT used in the RcB. If the algorithm results pass the AT, then the RtB is complete. However, if the results are not acceptable, then the input is re-expressed and the same primary algorithm runs again using the new, re-expressed, input data. This continues until the AT finds an acceptable result or the WDT deadline is violated. If the deadline expires, a backup algorithm may be invoked to execute on the original input data.

The operation of the RtB technique is described in 5.1.1, with an example provided in 5.1.2. The advantages and disadvantages of the RtB technique are presented in 5.1.3.
5.1.1 Retry Block Operation

The RtB technique consists of an executive, an AT, a DRA, a WDT, and primary and backup algorithms. The executive orchestrates the operation of the RtB, which has the general syntax:

```
ensure Acceptance Test
by Primary Algorithm(Original Input)
else by Primary Algorithm(Re-expressed Input)
else by Primary Algorithm(Re-expressed Input)
...
... [Deadline Expires]
else by Backup Algorithm(Original Input)
else failure exception
```

The RtB syntax above states that the technique will first attempt to ensure the AT (e.g., pass a test on the acceptability of a result of the algorithm) by using the primary algorithm. If the primary algorithm’s result does not pass the AT, then the input data will be re-expressed and the same algorithm attempted until a result passes the AT or the WDT deadline expires. If the deadline expires, the backup algorithm is invoked with the original inputs. If this backup algorithm is not successful, an error occurs. Note that if more than one additional attempt using re-expressed inputs is to be tried (say $n$ attempts with re-expression), then either $n\ (n \geq 2)$ DRA are required or a single DRA using a re-expression algorithm based on random values is required.

Figure 5.1 illustrates the structure and operation of the basic RtB with a WDT. We examine several scenarios to describe RtB operation:

- Failure-free operation;
- Exception in primary algorithm execution;
- Primary’s results are on time, but fail AT; successful execution with re-expressed input;
- All DRA options are used without success; successful backup execution;
- All DRA options are used without success; backup executes, but fails the AT.
In examining these scenarios, we use the following abbreviations:

- **AT**: Acceptance test;
- **ATB**: Acceptance test for the backup (may be the same as AT);
- **B**: Backup algorithm;
- **DRA**: Data re-expression algorithm (when there are multiple DRA, or the jth re-expression of the input if a single DRA is used);
- **P**: Primary algorithm;
- **RtB**: Retry block;
- **WDT**: Watchdog timer;
- **WP**: Expected maximum wait time for an acceptable result from P.
5.1.1.1 Failure-Free Operation
We first examine the operation of the RtB technique when no failure or exception occurs.

- Upon entry to the RtB, the executive performs the following: a checkpoint (or recovery point) is established, a call to \( P \) is formatted, and the WDT is set to WP.
- \( P \) is executed. No exception or time-out occurs during execution of \( P \).
- The results of \( P \) are submitted to the AT.
- \( P \)'s results are on time and pass the AT.
- Control returns to the executive.
- The executive discards the checkpoint, clears the WDT, the results are passed outside the RtB, and the RtB is exited.

5.1.1.2 Exception in Primary Algorithm Execution
Next let's examine the operation of RtB technique when an exception occurs in \( P \). Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the RtB, the executive performs the following: a checkpoint (or recovery point) is established, a call to \( P \) is formatted, and the WDT is set to WP.
- \( P \) is executed. An exception occurs during execution of \( P \).
- Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not in this scenario) and checks if there is a(nother) DRA option available that has not been attempted on this input (there is one available).
- The executive restores the checkpoint, then calls the DRA with the original input data as its argument.
- The executive formats a call to \( P \) using the re-expressed input.
- \( P \) is executed. No exception or time-out occurs during execution of \( P \) with the re-expressed input.
- The results of \( P \) are submitted to the AT.
- \( P \)'s results are on time and pass the AT.
- Control returns to the executive.
• The executive discards the checkpoint and clears the WDT; the results are passed outside the RtB, and the RtB is exited.

5.1.3 Primary’s Results Are On Time, but Fail Acceptance Test; Successful Execution with Re-Expressed Inputs

Now let’s look at what happens if $P$ executes without exception and its results are sent to the AT, but they do not pass the AT. If the deadline for acceptable results has not expired and a new DRA option is available, the inputs are re-expressed and the primary is executed with the new input data. Differences between this scenario and the failure-free scenario are in gray type. This scenario is similar to the previous scenario, except for the cause of $P$’s initial failure.

• Upon entry to the RtB, the executive performs the following: a checkpoint (or recovery point) is established, a call to $P$ is formatted, and the WDT is set to WP.
• $P$ is executed. No exception or time-out occurs during execution of $P$.
• The results of $P$ are submitted to the AT.
• $P$’s results fail the AT.
• Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not in this scenario) and checks if there is a(nother) DRA option available that has not been attempted on this input (there is one available).
• The executive restores the checkpoint, then calls the DRA with the original input data as its argument.
• The executive formats a call to $P$ using the re-expressed input.
• $P$ is executed. No exception or time-out occurs during execution of $P$ with the re-expressed input.
• The results of $P$ are submitted to the AT.
• $P$’s results are on time and pass the AT.
• Control returns to the executive.
• The executive discards the checkpoint and clears the WDT; the results are passed outside the RtB, and the RtB is exited.
5.1.1.4 All Data Re-Expression Algorithm Options Are Used Without Success; Successful Backup Execution

This scenario examines the case when the deadline expires without an acceptable result or when all DRA options fail. This may occur if the combined execution time of the \( P(DRA_i, x) \), \( i = 1, 2, \ldots \) number of DRA, is too long (versus individual algorithm time-outs) or when the DRA results are input to \( P \) and executed, and their results continue to fail the AT. If there are no DRA options remaining and no primary algorithm result has been accepted, the backup algorithm is invoked and, in this scenario, passes its AT (i.e., ATB). Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the RtB, the executive performs the following: a checkpoint (or recovery point) is established, a call to \( P \) is formatted, and the WDT is set to WP.
- \( P \) is executed. No exception or time-out occurs during execution of \( P \).
- The results of \( P \) are submitted to the AT.
- \( P \)'s results fail the AT.
- Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not) and checks if there is another DRA option available that has not been attempted on this input (there is one available).
- The executive restores the checkpoint, then calls DRA\(_1\) with the original input data as its argument.
- The executive formats a call to \( P \) using the re-expressed input.
- \( P \) is executed. No exception or time-out occurs during execution of \( P \) with this re-expressed input.
- The results of \( P \) are submitted to the AT.
- \( P \)'s results are on time, but fail the AT.
- Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not) and checks if there is another DRA option available that has not been attempted on this input (there is one available).
- The executive restores the checkpoint, then calls DRA\(_2\) with the original input data as its argument.
- The executive formats a call to \( P \) using the re-expressed input.
• $P$ is executed. No exception or time-out occurs during execution of $P$ with this re-expressed input.

• The results of $P$ are submitted to the AT.

• $P$’s results are on time, but fail the AT.

• Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not) and checks if there is another DRA option available that has not been attempted on this input (there are no additional DRA options available).

• The executive restores the checkpoint, formats a call to the backup, $B$, using the original inputs, and invokes $B$.

• $B$ is executed. No exception occurs during execution of $B$.

• The results of $B$ are submitted to the ATB.

• $B$’s results are on time and pass the ATB.

• Control returns to the executive.

• The executive discards the checkpoint, clears the WDT, the results are passed outside the RtB, and the RtB is exited.

5.1.1.5 All Data Re-Expression Algorithm Options Are Used Without Success; Backup Executes, but Fails Backup Acceptance Test

This scenario examines the case when the deadline expires without an acceptable result or when all DRA options fail. This may occur if the combined execution time of the $P(DRA_i(x))$, $i = 1, 2, \ldots$ number of DRA is too long (versus individual algorithm time-outs) or when the DRA results are input to $P$ and executed and their results continue to fail the AT. If there are no DRA options remaining and no primary algorithm result has been accepted, the backup algorithm is invoked. In this scenario, the backup fails its AT (the ATB). A failure exception is raised and the RtB is exited. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to the RtB, the executive performs the following: a checkpoint (or recovery point) is established, a call to $P$ is formatted, and the WDT is set to WP.

• $P$ is executed. No exception or time-out occurs during execution of $P$.

• The results of $P$ are submitted to the AT.
• $P$’s results fail the AT.
• Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not) and checks if there is another DRA option available that has not been attempted on this input (there is one available).
• The executive restores the checkpoint, then calls DRA$_1$ with the original input data as its argument.
• The executive formats a call to $P$ using the re-expressed input.
• $P$ is executed. No exception or time-out occurs during execution of $P$ with this re-expressed input.
• The results of $P$ are submitted to the AT.
• $P$’s results are on time, but fail the AT.
• Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not) and checks if there is another DRA option available that has not been attempted on this input (there is one available).
• The executive restores the checkpoint, then calls DRA$_2$ with the original input data as its argument.
• The executive formats a call to $P$ using the re-expressed input.
• $P$ is executed. No exception or time-out occurs during execution of $P$ with this re-expressed input.
• The results of $P$ are submitted to the AT.
• $P$’s results are on time, but fail the AT.
• Control returns to the executive. The executive checks to ensure the deadline for acceptable results has not expired (it has not) and checks if there is another DRA option available that has not been attempted on this input (there are no additional DRA options available).
• The executive restores the checkpoint, formats a call to the backup, $B$, using the original inputs, and invokes $B$.
• $B$ is executed. No exception occurs during execution of $B$.
• The results of $B$ are submitted to the ATB.
• $B$’s results are on time, but fail the ATB.
• Control returns to the executive.
5.1.1.6 Augmentations to Retry Block Technique Operation

We have seen in these scenarios that the RtB operation continues until acceptable results are produced, there are no new DRA options to try and the backup fails, or the deadline expires without an acceptable result from either the primary or the backup.

Several augmentations to the RtB can be imagined. One is to use a **DRA execution counter**. This counter is used when the primary fails on the original input and primary execution is attempted with re-expressed inputs. This counter indicates the maximum number of times to execute the primary with different re-expressed inputs. The counter is incremented once the primary fails and prior to each execution with re-expressed input. The benefit of using the DRA execution counter is that it provides the ability to have a means of imposing a deadline without using a timer. However, the counter cannot detect execution failure or infinite loops within the primary. This type of failure can be detected by a watchdog type of augmentation timer (recall Section 4.1 for its use with the RcB technique).

The RtB technique may also be augmented by the use of a more detailed AT comprised of several tests, as described in Section 4.1.1.5 in conjunction with the RcB technique. Also, notice in the scenarios that we denoted a different AT for the backup algorithm, ATB. If the backup algorithm is significantly different from the primary or if its functionality includes additional measures to ensure graceful degradation, for example, it may be necessary to use a different AT than that of the primary. However, if the primary and backup are developed based on the same specification and required functionality, then the same AT can be used for both variants.

We also indicated in the scenarios that there is at least one DRA and perhaps multiple DRA options. This possibly awkward wording was used because there can either be a single DRA that can re-express an input in multiple ways or multiple DRAs to use. This is illustrated in Figure 5.2.

With the multiple DRA, a different algorithm is used in each case: $DRA_i(x)$, where

- $i =$ the DRA algorithm number;
- $j =$ number of the pass within the RtB technique.

- The executive discards the checkpoint and clears the WDT; a failure exception is raised, and the RtB is exited.
Figure 5.2 Multiuse single versus multiple data re-expression algorithms.

Note that with the single DRA, something within the DRA must result in a different re-expression of the input on each use of the algorithm. This could be implemented using a random number generator, a conditional switch implementing a different algorithm or by providing a different algorithm parameter (other than the input $x$), and so on.
5.1.2 Retry Block Example

Let’s look at an example for the RtB technique. Suppose the original program uses inputs $x$ and $y$, where $x$ and $y$ are measured by sensors with a tolerance of $\pm 0.02$. Also, suppose the original algorithm should not receive an input of $x = 0.0$ because of the nature of the algorithm. However, the values of $x$ can be very close to zero (see Figure 5.3 illustrating $f(x, y)$). For example, if the program receives the input $(1.5, 1.2)$, it operates correctly and produces a correct result. However, suppose that if it receives input close to $x = 0.0$, such as $(1 \times 10^{-10}, 2.2)$, lack of precision in the data type used causes storage of the $x$ value to be zero, and causes a divide-by-zero error in the program.

Figure 5.4 illustrates an approach to using retry blocks with this problem. Note the additional components needed for RtB technique implementation: an executive that handles checkpointing and orchestrating the technique, a DRA, a backup sort algorithm, and an AT. In this example, no WDT is used. The AT in this example is a simple bounds test; that is, the result is accepted if $f(x, y) \geq 100.0$.

Now, let’s step through the example.

- Upon entry to the RtB, the executive establishes a checkpoint and formats calls to the primary and backup routines. The input is $(1 \times 10^{-10}, 2.2)$.
- The primary algorithm, $f(x, y)$, is executed and results in a divide-by-zero error.

![Figure 5.3 Example input space.](image-url)
• An exception is raised and is handled by the RtB executive. The executive sets a flag indicating failure of the primary algorithm using the original inputs and restores the checkpoint.

• The executive formats a call to the DRA to re-express the original inputs.

• The DRA, \( R(x) = x + 0.0021 \), modifies the \( x \) input parameter within \( x \)'s limits of accuracy.

• The executive formats a call to the primary algorithm with the re-expressed inputs.

• The primary algorithm executes and returns the result 123.45.

• The result is submitted to the AT. The result is greater than or equal to 100.0, so the result of the primary algorithm using re-expressed inputs passes the AT.

• Control returns to the executive.

• The executive discards the checkpoint, the results are passed outside the RtB, and the RtB is exited.
5.1.3 Retry Block Issues and Discussion

This section presents the advantages, disadvantages, and issues related to the RtB technique. In general, software fault tolerance techniques provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book.

Being a data diverse, backward recovery technique, the RtB technique subsumes data diversity’s and backward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.3 and 1.4.1, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, coincident failures, overhead, cost, redundancy, etc.) and the programming practices used to implement the techniques are described in Chapter 3. Issues related to implementing ATs are discussed in Section 7.2.

There are a few issues to note specifically for the RtB technique. The RtB technique runs in a sequential (uniprocessor) environment. When the results of the primary with original inputs pass the AT, the overhead incurred (beyond that of running the primary alone, as in non-fault-tolerant software) includes setting the checkpoint and executing the AT. If, however, these results fail the AT, then the time overhead also includes the time for recovering the checkpointed information, execution time for each DRA (or each pass through a single DRA), execution times for each time the primary is run with re-expressed inputs until one passes the AT (or until all attempts fail the AT), and run-time of the AT each time results are checked. It is assumed that most of the time the primary’s first-execution results will pass the AT, so the expected time overhead is that of setting the checkpoint and executing the AT. This is little beyond the primary’s execution time (unless an unusually large amount of information is being checkpointed). In the worst case, however, the RtB technique’s execution time is the sum of all the module executions mentioned above (in the case where the primary’s results fail the AT).

This wide variation in execution time exposes the RtB to timing errors that may be unacceptable for real-time applications. One solution to the overhead problem is the distributed recovery block (DRB) (see Section 4.3) in which the modules and AT are executed in parallel, modified for use with data diverse program elements.

In RtB operation, when executing DRAs and re-executing the primary, the service that the module is to provide is interrupted during the recovery.
This interruption may be unacceptable in applications that require high availability.

One advantage of the RtB technique is that it is naturally applicable to software modules, as opposed to whole systems. It is natural to apply RtB to specific critical modules or processes in the system without incurring the cost and complexity of supporting fault tolerance for an entire system.

Simple, highly effective DRAs and ATs are required for effective RtB technique operation. The success of data diverse software fault tolerance techniques depends on the performance of the re-expression algorithm used. Several ways to perform data re-expression and insight on actual re-expression algorithms and their use are presented in Sections 2.3.1 through 2.3.3. DRAs are very application dependent, with their development requiring in-depth knowledge of the algorithm. Development of DRAs also requires a careful analysis of the type and magnitude of re-expression appropriate for each candidate datum [3]. There is no general rule for the derivation of DRAs for all applications; however, this can be done for some special cases [10] and they do exist for a fairly wide range of applications [11]. A simple DRA is more desirable than a complex one because the simpler algorithm is less likely to contain design faults.

A simple, effective AT can also be difficult to develop and depends heavily on the specification (see Section 7.2). If an error is not detected by the AT (or by the other error detection mechanisms), then that error is passed along to the module that receives the retry block’s results and will not trigger any recovery mechanisms.

Both RcB and Rb techniques can suffer the domino effect (Section 3.1.3), in which cascaded rollbacks can push all processes back to their beginnings. This occurs if recovery and communication operations are not coordinated, especially in the case of nested recovery or retry blocks.

Not all applications can employ data diversity; however, many real-time control systems and other applications can use DRAs. For example, sensors typically provide noisy and imprecise data, so small modifications to that data would not adversely affect the application [1] and can yield a means of implementing fault tolerance. The performance of the DRA itself is much more important to program dependability than the technique structure (such as NCP, Rb, and others) in which it is embedded [12].

The RtB technique provides data diversity, but not design diversity. This may limit the technique’s ability to tolerate some fault types. The use of combination design and data diverse techniques (see Section 5.3 for
example) may assist in overcoming this limitation, but more research and experimentation is required.

To implement the RtB technique, the developer can use the programming techniques (such as assertions, checkpointing, atomic actions) described in Chapter 3. Also needed for implementation and further examination of the technique is information on the underlying architecture and performance. These are discussed in Sections 5.1.3.1 and 5.1.3.2, respectively. Table 5.1 lists several RtB technique issues, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in the above table can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general (e.g., cost is higher than non-fault-tolerant software) but an advantage in relation to another technique. In these cases, the reader is referred to the discussion of the issue.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+)</th>
<th>Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionality into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General backward recovery advantages</td>
<td>+</td>
<td></td>
<td>Section 1.4.1</td>
</tr>
<tr>
<td>General backward recovery disadvantages</td>
<td>−</td>
<td></td>
<td>Section 1.4.1</td>
</tr>
<tr>
<td>General data diversity advantages</td>
<td>+</td>
<td></td>
<td>Section 2.3</td>
</tr>
<tr>
<td>General data diversity disadvantages</td>
<td>−</td>
<td></td>
<td>Section 2.3</td>
</tr>
<tr>
<td>DRA</td>
<td>+/-</td>
<td></td>
<td>Sections 2.3.1–2.3.3</td>
</tr>
<tr>
<td>Similar errors or common residual design errors</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Domino effect</td>
<td>−</td>
<td></td>
<td>Section 3.1.3</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/-</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/-</td>
<td></td>
<td>Section 4.1.3.3</td>
</tr>
<tr>
<td>ATs and discussions related to specific types of ATs</td>
<td>+/-</td>
<td></td>
<td>Section 7.2</td>
</tr>
</tbody>
</table>
5.1.3.1 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [13–15]. This includes defining the organization of software modules onto the hardware elements on which they run. The RtB approach is typically uniprocessor, with all components residing on a single hardware unit. All communications between the software components is done through function calls or method invocations in this architecture.

5.1.3.2 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. Ammann and Knight provide a model to determine the success of an RtB system in [3]. The reader is encouraged to examine all references (in Table 4.2 and otherwise) for details on assumptions made by the researchers, experiment design, and results interpretation.

The fault tolerance of a system employing data diversity depends upon the ability of the DRA to produce data points outside of a failure region, given an initial data point that is within a failure region. The program executes correctly on re-expressed data points only if they are outside a failure region. If the failure region has a small cross section in some dimensions, then re-expression should have a high probability of translating the data point out of the failure region.

5.2 N-Copy Programming

NCP, also developed by Ammann and Knight [1–3], is the other (along with RtB) original data diverse software fault tolerance technique. NCP is a data diverse technique, and is further categorized as a static technique (described in Section 4.2). The hardware fault tolerance architecture related to the NCP is N-modular or static redundancy. The processes can run concurrently on different computers or sequentially on a single computer, but in practice, they are typically run concurrently. NCP is the data diverse complement of N-version programming (NVP).
The NCP technique uses a decision mechanism (DM) (see Section 7.1) and forward recovery (see Section 1.4.2) to accomplish fault tolerance. The technique uses one or more DRAs (see Sections 2.3.1 through 2.3.3) and at least two copies of a program. The system inputs are run through the DRA(s) to re-express the inputs. The copies execute in parallel using the re-expressed data as input (each input is different, one of which may be the original input value). A DM examines the results of the copy executions and selects the “best” result, if one exists. There are many alternative DMs available for use with NCP.

NCP operation is described in 5.2.1, with an example provided in 5.2.2. The advantages and disadvantages of the NCP technique are presented in 5.2.3.

5.2.1 N-Copy Programming Operation

The basic NCP technique consists of an executive, 1 to \( n \) DRA, \( n \) copies of the program or function, and a DM. The executive orchestrates the NCP technique operation, which has the general syntax:

\[
\begin{align*}
\text{run DRA 1, DRA 2, ..., DRA } n \\
\text{run Copy 1(result of DRA 1),} \\
\text{Copy 2(result of DRA 2), ...,} \\
\text{Copy } n(\text{result of DRA } n) \\
\text{if (Decision Mechanism (Result 1, Result 2, ...,} \\
\text{Result } n)) \\
\text{return Result} \\
\text{else failure exception}
\end{align*}
\]

The NCP syntax above states that the technique first runs the DRA concurrently to re-express the input data, then executes the \( n \) copies concurrently. The results of the copy executions are provided to the DM, which operates upon the results to determine if a correct result can be adjudicated. If one can (i.e., the Decision Mechanism statement above evaluates to TRUE), then it is returned. If a correct result cannot be determined, then an error occurs.

Figure 5.5 illustrates the structure and operation of the NCP technique. As shown, \( n \) copies of a program execute in parallel, each on a different set of re-expressed data. If the re-expression algorithm used is exact (that is, all copies should generate identical outputs), then a conventional majority voter can be used. If an approximate re-expression algorithm is used, the \( n \) copies could produce different but acceptable outputs, and an enhanced DM
(such as the formal majority voter, Section 7.1.5) is needed. (Exact and approximate re-expression algorithms are defined in Section 2.3.2.)

Both fault-free and failure scenarios (one in which a correct result cannot be found and one that fails prior to reaching the DM) for the NCP are described below. In examining these scenarios, the following abbreviations will be used:

- $C_i$: Copy $i$;
- DM: Decision mechanism;
- $\text{DRA}_i$: Data re-expression algorithm $i$;
- $n$: The number of copies;
- NCP: $N$-copy programming;
- $R_i$: Result of $C_i$;
- $x$: Original input;
- $y_i$: Re-expressed input, $y_i = \text{DRA}_i(x)$, $i = 1, \ldots, n$. 

**Figure 5.5** $N$-copy programming structure and operation.
5.2.1.1 Failure-Free Operation
This scenario describes the operation of NCP when no failure or exception occurs.

- Upon entry to NCP, the executive sends the input, \( x \), to the \( n \) DRA to be re-expressed.
- The DRA run their re-expression algorithms (exact DRA, in this example) on \( x \), yielding the re-expressed inputs \( y_i = \text{DRA}_i(x) \).
- The executive gathers the re-expressed input, formats calls to the \( n \) copies and through those calls distributes the re-expressed inputs to the copies.
- Each copy, \( C_i \), executes. No failures occur during their execution.
- The results of the copy executions \( (R_i, \; i = 1, \ldots, n) \) are gathered by the executive and submitted to the exact majority DM.
- The \( R_i \) are equal to one another, so the DM selects \( R_1 \) (randomly, since the results are equal), as the correct result.
- Control returns to the executive.
- The executive passes the correct result outside the NCP, and the NCP module is exited.

5.2.1.2 Failure Scenario—Incorrect Results
This scenario describes the operation of NCP when the DM cannot determine a correct result. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to NCP, the executive sends the input, \( x \), to the \( n \) DRA to be re-expressed.
- The DRA run their re-expression algorithms (exact DRA, in this example) on \( x \), yielding the re-expressed inputs \( y_i = \text{DRA}_i(x) \).
- The executive gathers the re-expressed input, formats calls to the \( n \) copies and through those calls distributes the re-expressed inputs to the copies.
- Each copy, \( C_i \), executes.
- The results of the copy executions \( (R_i, \; i = 1, \ldots, n) \) are gathered by the executive and submitted to the exact majority DM.
• None of the $R$ are equal. The DM cannot determine a correct result, and it sets a flag indicating this fact.

• Control returns to the executive.

• The executive raises an exception and the NCP module is exited.

5.2.1.3 Failure Scenario—Copy Does Not Execute
This scenario describes the operation of NCP when at least one copy does not complete its execution. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to NCP, the executive sends the input, $x$, to the $n$ DRA to be re-expressed.

• The DRA run their re-expression algorithms (exact DRA here) on $x$, yielding the re-expressed inputs $y_i = DRA_i(x)$.

• The executive gathers the re-expressed input, formats calls to the $n$ copies, and through those calls distributes the re-expressed inputs to the copies.

• The copies, $C_i$, begin execution. One or more copies do not complete execution for some reason (e.g., stuck in an endless loop).

• The executive cannot retrieve all copy results in a timely manner. The executive submits the results it does have to the DM.

• The DM expects $n$ results, but receives $n-1$ (or $n-2$, etc., depending on the number of failed copies) results. The basic exact majority voter cannot handle fewer than $n$ results and sets a flag indicating its failure to select a correct result. (Note: If the DM is not equipped to recognize this failure, it may fail, and the executive would have to recognize the DM failure.)

• Control returns to the executive.

• The executive raises an exception and the NCP module is exited.

5.2.1.4 Augmentations to $N$-Copy Programming Operation
We have seen in these scenarios that NCP operation continues until the DM adjudicates a correct result, the DM cannot select a correct result, or the DM itself fails. It is also evident how similar the operations are of the NVP and NCP techniques.
Augmentations to the basic NCP can involve using a different DM than the basic majority voter. Chapter 7 describes several alternatives. One optional DM is the dynamic voter (Section 7.1.6). Its ability to handle a variable number of result inputs could tolerate the failure experienced in the last scenario above.

Another augmentation to basic NCP involves voting on the results as each copy completes execution (as opposed to waiting on all copies to complete). Once two results are available, the DM can compare them and, if they agree, complete that NCP cycle. If the first two results do not match, the DM performs a majority vote on three results when it receives the third copy’s results, and continues voting through the nth copy execution, until it finds an acceptable result. When an acceptable result is found, it is passed outside the NCP, any remaining copy executions are terminated, and the NCP module is exited. This scheme provides results more quickly than the basic NCP only if it is possible that one or more copies have different execution times based on the input received.

The DRA used with the NCP technique are application dependent, but there is room for variety in their design. Several example DRA are described in Section 2.3.3.

Another augmentation, this one via combination with other techniques, has been made to the NCP technique. This is the TPA described later in this chapter.

5.2.2 N-Copy Programming Example

This section provides an example implementation of the NCP technique. Suppose the original program uses inputs x and y, where x and y are measured by sensors with a tolerance of ±0.02. Also, suppose the original algorithm should not receive an input of \( x = 0.0 \) because of the nature of the algorithm. However, the values of \( x \) can be very close to zero (see Figure 5.3 in Section 5.1.2 illustrating \( f(x, y) \)). For example, if the program receives the input \((1.5, -1.2)\), it operates correctly and produces a correct result. However, suppose that if it receives input close to \( x = 0.0 \), such as \((1e^{-10}, 2.2)\), lack of precision in the data type used causes storage of the \( x \) value to be zero, and causes a divide-by-zero error in the program.

Figure 5.6 illustrates an example NCP implementation of the example problem. Note the additional components needed for NCP implementation—an executive that handles orchestrating and synchronizing the technique, one or more DRA, one or more additional copies of the algorithm/program, and a DM. In this example, three DRAs are used: a
pass-through DRA, which simply forwards the original inputs without modification; a DRA that adds 0.002 (recall the tolerance for x) to the input; and a DRA that adds 0.001 to the input. These re-expressed inputs are sent to the algorithm copies. The copies perform their functions on the inputs and the voter determines the correct result. In this case, a majority voter using tolerances is applied. (Note that the voter tolerance is a different entity than the input’s tolerance.) As suspected, the original input produces a divide-by-zero error. But the other DRA/copy pairs produce results that are equal within a tolerance of 0.75 and pass the voter. (See Chapter 7 for more information on tolerance voters.)

Now, let’s step through the example.

- Upon entry to NCP, the executive sends the input, \((1 \times 10^{-10}, 2.2)\), to the three DRAs to be re-expressed.
- The DRAs run their re-expression algorithms on the input yielding the following re-expressed inputs:
  
  \[
  \text{DRA}_1(1 \times 10^{-10}, 2.2) = (1 \times 10^{-10}, 2.2) \quad \text{Pass-through DRA}
  \]
DRA_{1}(10^{10}, 2.2) = (0.002 + 10^{10}, 2.2)  
DRA_{2}(10^{10}, 2.2) = (0.001 + 10^{10}, 2.2)

- The executive gathers the re-expressed inputs, formats calls to the  
  n = 3 copies and through those calls distributes the re-expressed  
  inputs to the copies.
- Each copy, C_i (i = 1, 2, 3), executes.
- The results of the copy executions (r_i, i = 1, ..., n) are gathered by  
  the executive and submitted to the DM.
- The DM examines the results:

<table>
<thead>
<tr>
<th>Copy</th>
<th>r_i</th>
<th>Decision Mechanism Algorithm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>∅ (divide-by-zero error)</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>123.45</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>123.96</td>
<td></td>
</tr>
</tbody>
</table>

The adjudicated result is 123.45 (randomly selected from those copy results matching within the tolerance).

- Control returns to the executive.
- The executive passes the correct result, 123.45, outside the NCP,  
  and the NCP module is exited.

### 5.2.3 N-Copy Programming Issues and Discussion

This section presents the advantages, disadvantages, and issues related to NCP. As stated earlier, software fault tolerance techniques generally provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a data diverse, forward recovery technique, NCP subsumes data diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.3 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as, similar errors, overhead, cost, redundancy, etc.) and the programming practices (e.g., assertions, atomic actions, and idealized components) used to implement the techniques are
described in Chapter 3. Issues related to implementing voters are discussed in Section 7.1.

There are some issues to note specifically for the NCP technique. NCP runs in a multiprocessor environment, although it could be executed sequentially in a uniprocessor environment. The overhead incurred (beyond that of running a single copy, as in non-fault-tolerant software) includes additional memory for the second through the nth copies, DRA, executive, and DM; additional execution time for the executive, DRA, and DM; and synchronization overhead. If the copy execution times vary significantly based on input value, the time overhead for the NCP technique will be dependent upon the slowest copy, since all copy results must be available for the voter to operate (for the basic majority voter). One solution to this synchronization time overhead is to use a DM performing an algorithm that uses two or more results as they become available. (See the self-configuring optimal programming (SCOP) technique discussion in Chapter 6.)

In NCP operation, it is rarely necessary to interrupt the module’s service during voting. This continuity of service is attractive for applications that require high availability.

It is critical that the initial specification for the NCP copies be free of flaws. If the specification is flawed, then the copies will simply repeat the error and may produce indistinguishably incorrect results. Common mode failures between the copies and the DM can also cause the technique to fail. However, the relative independence of the copies and the DM lessens the likelihood of this threat. The DM may also contain residual design faults. If it does, then the DM may accept incorrect results or reject correct results.

The success of data diverse software fault tolerance techniques depends on the performance of the re-expression algorithm used. Several ways to perform data re-expression and insight on actual re-expression algorithms and their use are presented in Sections 2.3.1 through 2.3.3. DRAs are very application dependent. Development of a DRA also requires a careful analysis of the type and magnitude of re-expression appropriate for each candidate datum [3]. There is no general rule for the derivation of DRAs for all applications; however, this can be done for some special cases [10], and they do exist for a fairly wide range of applications [11]. Of course, a simple DRA is more desirable than a complex one because the simpler algorithm is less likely to contain design faults.

Not all applications can employ data diversity; however, many real-time control systems and other applications can use DRAs. For example, sensors typically provide noisy and imprecise data, so small modifications to those data would not adversely affect the application [1] and can yield a
means of implementing fault tolerance. The performance of the DRA itself is much more important to program dependability than the technique structure (such as NCP and RnB) in which it is embedded [12].

NCP provides data diversity, but not design diversity. This may limit the technique’s ability to tolerate some fault types. The use of combination design and data diverse techniques may assist in overcoming this limitation, but more research and experimentation is required.

Also needed for implementation and further examination of the technique is information on the underlying architecture and technique performance. These are discussed in Sections 5.2.3.1 and 5.2.3.2, respectively. Table 5.2 lists several NCP issues, indicates whether or not they are an

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+)/Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and functionality into code (true for software fault tolerance techniques in general)</td>
<td>+</td>
<td>Chapter 1</td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying requirements (true for software fault tolerance techniques in general)</td>
<td>−</td>
<td>Chapter 1</td>
</tr>
<tr>
<td>General forward recovery advantages</td>
<td>+</td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General forward recovery disadvantages</td>
<td>−</td>
<td>Section 1.4.2</td>
</tr>
<tr>
<td>General data diversity advantages</td>
<td>+</td>
<td>Section 2.3</td>
</tr>
<tr>
<td>General data diversity disadvantages</td>
<td>−</td>
<td>Section 2.3</td>
</tr>
<tr>
<td>DRA</td>
<td>+/-</td>
<td>Section 2.3.1 - 2.3.3</td>
</tr>
<tr>
<td>Similar errors or common residual design errors</td>
<td>−</td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Consistent comparison problem (CCP)</td>
<td>−</td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/-</td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Design considerations</td>
<td>+</td>
<td>Section 3.3.1</td>
</tr>
<tr>
<td>Dependable system development model</td>
<td>+</td>
<td>Section 3.3.2</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/-</td>
<td>Section 4.1.3.3</td>
</tr>
<tr>
<td>Voters and discussions related to specific types of voters</td>
<td>+/-</td>
<td>Section 7.1</td>
</tr>
</tbody>
</table>
advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 5.2 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general (e.g., cost is higher than non-fault-tolerant software) but an advantage in relation to another technique. In these cases, the reader is referred to the noted section for discussion of the issue.

5.2.3.1 Architecture
We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [13–15]. This includes defining the organization of software modules onto the hardware elements on which they run. NCP is typically multiprocessor, with components residing on ~ hardware units and the executive residing on one of the processors. Communications between the software components is done through remote function calls or method invocations.

5.2.3.2 Performance
There have been numerous investigations into the performance of software fault tolerance techniques in general (discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. To determine the performance of an NCP system, Ammann and Knight [3] analyze a three-copy system and compare it to a single version. The reader is encouraged to examine the original references for dependability studies for details on assumptions made by the researchers, experiment design, and results interpretation.

The fault tolerance of a system employing data diversity depends upon the ability of the DRA to produce data points outside of a failure region, given an initial data point that is within a failure region. The program executes correctly on re-expressed data points only if they are outside a failure region. If the failure region has a small cross section in some dimensions, then re-expression should have a high probability of translating the data point out of the failure region.

One way to improve the performance of NCP is to use DMs that are appropriate for the problem solution domain. Consensus voting (see Section 7.1.4) is one such alternative to majority voting. Consensus voting
has the advantage of being more stable than majority voting. The reliability of consensus voting is at least equivalent to majority voting. It performs better than majority voting when average \( N \)-tuple reliability is low, or the average decision space in which voters work is not binary [16]. Also, when \( n \) is greater than 3, consensus voting can make plurality decisions; that is, in situations where there is no majority (the majority voter fails), the consensus voter selects as the correct result the value of a unique maximum of identical outputs. A disadvantage of consensus voting is the added complexity of the decision algorithm. However, this may be overcome at least in part by preapproved DM components [17].

5.3 Two-Pass Adjudicators

The TPA technique developed by Pullum [7–9], is a set of combination data and design diverse software fault tolerance techniques. TPA is also a combination static and dynamic technique (described in Section 4.2), based on the recovery technique required. The hardware fault tolerance architecture related to the technique is \( N \)-modular redundancy. The processes can run concurrently on different computers or sequentially on a single computer, but are designed to run concurrently.

The TPA technique uses a DM (see Section 7.1) and both forward and backward recovery (see Sections 1.4.1 and 1.4.2) to accomplish fault tolerance. The technique uses one or more DRA (see Sections 2.3.1 through 2.3.3) and at least two variants of a program. The system operates like NVP (Section 4.2) unless and until the DM cannot determine a correct result given the variant results. If this occurs, then the inputs are run through the DRA(s) to be re-expressed. The variants reexecute using the re-expressed data as input (each input is different, one of which may be the original input value). A DM examines the results of the variant executions of this second pass and selects the “best” result, if one exists. There are a number of alternative detection and selection mechanisms available for use with TPA. These are discussed in Section 5.3.1.

Basic TPA operation is described in 5.3.1, with an example provided in 5.3.2. TPA advantages, disadvantages, and issues are presented in 5.3.3.

5.3.1 Two-Pass Adjudicator Operation

The basic TPA technique consists of an executive, 1 to \( n \) DRA, \( n \) variants of the program or function, and a DM. The executive orchestrates the TPA technique operation, which has the general syntax:
Pass 1: run Variant 1 (original input),
Variant 2 (original input), ..., 
Variant n (original input)
if (Decision Mechanism
    (Result(Pass 1, Variant 1),
     Result(Pass 1, Variant 2), ..., 
     Result(Pass 1, Variant n))
return Result
else
Pass 2: run DRA 1, DRA 2, ..., DRA n
run Variant 1 (result of DRA 1),
Variant 2 (result of DRA 2), ..., 
Variant n (result of DRA n)
if (Decision Mechanism
    (Result(Pass 2, Variant 1),
     Result(Pass 2, Variant 2), ..., 
     Result(Pass 2, Variant n))
return Result
else failure exception

The TPA syntax above states that the technique first runs the n variants using the original inputs as parameters. The results of the variant executions are provided to the DM to determine if a correct result can be adjudicated. If one can (i.e., the first Decision Mechanism statement above evaluates to TRUE), then it is returned. If a correct result cannot be determined, then Pass 2 is initiated by concurrently re-expressing the original inputs via the DRA(s). The n variants are reexecuted using the re-expressed inputs as parameters. The results of the reexecutions are provided to the DM to determine if a correct result can be adjudicated. If one can (i.e., the second Decision Mechanism statement above evaluates to TRUE), then it is returned. If a correct result cannot be determined, then an error occurs.

Figure 5.7 illustrates the structure and operation of the basic TPA technique. As shown, n variants of a program initially execute in parallel on the original input as in the NVP technique. The technique continues operation as described above.

Both fault-free and failure scenarios for the TPA are described below. In examining these scenarios, the following abbreviations will be used:

\[ V_i \quad \text{Variant } i, i = 1, ..., n; \]
\[ \text{DM} \quad \text{Decision mechanism}; \]
\[ \text{DRA}_i \quad \text{Data re-expression algorithm } i, i = 1, ..., n; \]
Figure 5.7 Two-pass adjudicator structure and operation. (After: [7].)

$n$ The number of variants;

TPA Two-pass adjudicator;

$R_{ki}$ Result of $V_i$ for Pass $k$, $i = 1, \ldots, n; k = 1, 2$;

$x$ Original input;

$y_i$ Re-expressed input, $y_i = DRA_i(x)$, $i = 1, \ldots, n$. 
5.3.1.1 Failure-Free Operation
This scenario describes the operation of the TPA technique when no failure or exception occurs.

- Upon entry to the TPA, the executive sets the re-expression flag to 0 (indicating that these inputs are original), stores the original inputs, formats calls to the \( n \) variants, and through those calls distributes the inputs.
- Each variant, \( V_i \), executes. No failures occur during their execution.
- The results of the Pass 1 variant executions \( (R_{0,i}, i = 1, ..., n) \) are gathered by the executive and submitted to the tolerance DM.
- The \( R_{0,i} \) are equal to one another, so the DM selects \( R_{0,2} \) (randomly, since the results are equal), as the correct result.
- Control returns to the executive.
- The executive passes the correct result outside the TPA, and the TPA module is exited.

5.3.1.2 Partial Failure Scenario—Incorrect Results on First Pass
This scenario describes the operation of TPA when the DM cannot determine a correct result on the first pass, that is, with the results of the variants operating on the original inputs. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the TPA, the executive sets the re-expression flag to 0 (indicating that these inputs are original), stores the original inputs, formats calls to the \( n \) variants, and through those calls distributes the inputs.
- Each variant, \( V_i \), executes.
- The results of the Pass 1 variant executions \( (R_{0,i}, i = 1, ..., n) \) are gathered by the executive and submitted to the tolerance DM.
- The \( R_{0,i} \) differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.
- Control returns to the executive. The executive checks the re-expression flag to see if the inputs have been re-expressed. They have not.
• The executive retrieves the stored input, \( x \), sends it to the \( n \) DRA to be re-expressed (via an exact DRA), and sets the re-expression flag to 1 (indicating the input has been re-expressed).

• The DRA run their re-expression algorithms on \( x \), yielding the re-expressed inputs \( y_i = DRA_i(x) \).

• The executive gathers the re-expressed input, formats calls to the \( n \) variants and through those calls distributes the re-expressed inputs to the variants.

• Each variant, \( V_i \), executes.

• The results of the Pass 2 variant executions \( (R_{i2}, i = 1, \ldots, n) \) are gathered by the executive and submitted to the DM.

• The \( R_{ij} \) are equal within a tolerance of one another, so the DM selects \( R_{33} \) (randomly, since the results are equal), as the correct result.

• Control returns to the executive.

• The executive passes the correct result outside the TPA, and the TPA module is exited.

### 5.3.1.3 Failure Scenario—Incorrect Results on Both Passes

This scenario describes the operation of TPA when the DM cannot determine a correct result on the first or second pass, that is, with the results of the variants operating on the original inputs and on the re-expressed inputs. Differences between this scenario and the failure-free scenario are in gray type.

• Upon entry to the TPA, the executive sets the re-expression flag to 0 (indicating that these inputs are original), stores the original inputs, formats calls to the \( n \) variants, and through those calls distributes the inputs.

• Each variant, \( V_i \), executes.

• The results of the Pass 1 variant executions \( (R_{i1}, i = 1, \ldots, n) \) are gathered by the executive and submitted to the tolerance DM.

• The \( R_{ij} \) differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.
• Control returns to the executive. The executive checks the re-expression flag to see if the inputs have been re-expressed. They not.
• The executive retrieves the stored input, \( x \), sends it to the \( n \) DRA to be re-expressed (via an exact DRA), and sets the re-expression flag to 1 (indicating the input has been re-expressed).
• The DRA run their re-expression algorithms on \( x \), yielding the re-expressed inputs \( y_j = DRA(x) \).
• The executive gathers the re-expressed input, formats calls to the \( n \) variants and through those calls distributes the re-expressed inputs to the variants.
• Each variant, \( V_j \), executes.
• The results of the Pass 2 variant executions (\( R_{ji} \), \( i = 1, \ldots, n \)) are gathered by the executive and submitted to the DM.
• The \( R_{ji} \) differ significantly from one another. The DM cannot determine a correct result, and it sets a flag indicating this fact.
• Control returns to the executive. The executive checks the re-expression flag to see if the inputs have been re-expressed. They have been.
• The executive raises an exception and the TPA module is exited.

5.3.2 Two-Pass Adjudicators and Multiple Correct Results

We have seen in these scenarios that TPA operation continues until the DM adjudicates a correct result on the first or second pass or the DM cannot select a correct result on either pass. It is also evident that the failure-free operation of the TPA is the same as that of the NVP technique (other than setting the re-expression flag).

Pullum [7–9] originally developed the TPA technique to handle multiple correct results (MCR). Limitations to the usefulness of any software fault tolerance technique can arise from difficulties with the technique’s DM. If a single correct result exists for an execution cycle, equality comparison by the majority voting scheme is easily performed and agreed upon when variants yield integer or character results. Difficulties arise when the variants manipulate and yield floating-point values or when MCR occur. Both design and data diverse software fault tolerance techniques suffer from the inability to use variants that yield MCR.
Research into the problem of MCR reveals that there are three conditions from which MCR arise: (1) applications correctly resulting in multiple solutions, (2) use of finite-precision arithmetic, and (3) the existence of the CCP. No information is currently available on the general frequency of occurrence of the MCR event.

To address and propose solutions to the MCR event, the problem was separated into nine MCR system categories based on the type of system (with or without history, with or without convergent states) and the situation causing the MCR (a correctly multiple application, finite-precision arithmetic, or CCP). The TPA solutions have varying degrees of complexity in the selection process based on the type of system in which the technique is used and, thus, are based on the amount of information available upon which to base a decision.

Any technique proposed to improve upon the NVP-with-majority-voter should not perform worse than that technique under the most common operational case, that is, when the application results form a majority under majority voting rules (or under those of a finite-precision arithmetic-related DM). TPA performs exactly like NVP with a majority voter in this case. No additional operational time is required when Pass 1 results in a majority. Only when there is no decision on the first pass does TPA require more time to determine the correct result(s) (unless the two passes are run concurrently).

The TPA technique’s set of solutions (1) provides a solution to the MCR problem, (2) yields a higher probability than the NVP majority voter of detecting and selecting correct results including MCR, and (3) is relatively simple and easy to understand and implement. The solutions were purposefully kept as simple as possible in order to apply to more applications and so that the fault tolerance technique implementation would be less prone to the introduction of additional design faults. Given a specific application type, TPA can be enhanced and extended, primarily in the result selection process.

Solutions to the MCR problem were categorized according to the MCR-causal situation and the system type as shown in the MCR categorization matrix of Table 5.3. Solutions to each of the categories were developed [7]. Details of the category I solution are presented in this chapter. The remaining TPA solution techniques may be found in [7].

5.3.2.1 Type I Solution

Certain types of applications may correctly result in more than one solution. Systems with no history compute their outputs for a given frame, or set of inputs, using only constants and the inputs for that frame. Category I MCR
are those arising from problems that can correctly yield more than one result existing in systems with no history. Examples of this type problem are shortest-path-through-a-network computations and traveling-salesman-type problems.

Detection
A simple majority voter can detect a lack of consensus among results. However, this lack of consensus can be either multiple correct or multiple incorrect results. There are several cases that need to be considered for detection. These cases are derived from whether the system is embedded or stand-alone and whether or not the multiple results are close to one another. These cases are listed in Table 5.4.

In two of the cases of Table 5.4, techniques used for finite-precision arithmetic MCR (system categories IV, V, and VI) can be used for the detection of, and selection among, MCR. These are cases in which the results are “close” to one another, regardless of whether the system is embedded or stand-alone.

In embedded systems, if no consensus (or majority) is reached for one set or frame of inputs, and if the inputs are changing (as in a control system), then it is extremely unlikely that the lack of consensus will last for more than a short time. After a brief interval, the inputs should leave the region of difficulty and subsequent computations will be unaffected by the current MCR. In this case, the effects of category I MCR are transient. Hence, the results for the current frame can be ignored, and there is little need to distinguish between multiple correct and multiple incorrect results.
Table 5.4
Category I MCR Case Matrix (From: [7], © 1992, Laura L. Pullum.)

<table>
<thead>
<tr>
<th>System</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Close</td>
</tr>
<tr>
<td></td>
<td>Not Close/Distinct</td>
</tr>
<tr>
<td>Embedded</td>
<td>Use finite-precision detection techniques.</td>
</tr>
<tr>
<td>Stand-alone</td>
<td>Ignore the current frame.</td>
</tr>
<tr>
<td></td>
<td>No need to distinguish.</td>
</tr>
<tr>
<td></td>
<td>Need to distinguish. Use data diverse technique.</td>
</tr>
</tbody>
</table>

In the last case, the application or system is stand-alone (e.g., calculator-like in nature—one in which each problem is solved and valued for itself), and no consensus is reached. The solution in this case is a fault avoidance technique that uses data re-expression and a variant of NCP. This technique (the category I MCR detection technique) is the basic TPA, shown in Figure 5.7 and illustrated in the scenarios above.

Using the strictest sense of the term “no history,” the solution to category I MCR cannot include any information outside the current frame or set of inputs. Hence, re-expression of data is used to avoid those areas of the input domain that may have caused a lack of consensus in the first pass. Since the re-expressed inputs are essentially treated as an additional or new frame, no comparison is allowed between Pass 1 and Pass 2 results. Then, if both passes yield multiple different results, it will not be possible, based solely on current frame data, to determine whether the results of a nonmajority case in Pass 2 are correct or incorrect. The additional pass and use of data re-expression decreases the probability of failure, while increasing the required amount of code and adding additional time required to execute the second pass when required.

Selection
A majority (tolerance) voter is used to select the adjudicated result in the cases where either Pass 1 or 2 results in a majority. This assumes no other category MCR is likely to occur. If this is not the case, combinations of the selection techniques discussed below may be used. There is only one case that results in multiple correct or incorrect results, that is when both passes result in no majority. If the results are supplied in real-time to the user, the user may be able to aid in the selection process by stating a preference for a
particular result or by rejecting all multiple results. If selected, the preferred result can then be output to the user or passed to the next module in the application.

If the user is not in-the-loop with the system or application under consideration, then only \textit{a priori} preference, utility, or other (such as range check) information can be used in the system with no history. \textit{A priori} information is known before execution of the system or is information that remains constant throughout the operation of the application. If there is no \textit{a priori} information on any of the results, or if it is highly likely that MCR exists and no preference exists for any of the correct results so that one must be selected, then random selection among the \textit{m} correct results is an acceptable solution. If there is \textit{a priori} preference or constraint information, it can be indicated using utility functions, a rule-base of preference information and system/application knowledge, or constraint (e.g., range) checks.

### 5.3.3 Two-Pass Adjudicator Example

This section provides an example implementation of the TPA detection and selection techniques for category I MCR. Suppose we have a network of cities, all of which must be visited, starting at city node 1. The network of airline flights and flight durations is shown in Figure 5.8. No revisiting of cities is allowed. The objective is to determine the route (or routes) that satisfies the requirements in the least amount of time. Table 5.5 provides the list of all possible routes meeting the requirements.

Suppose a program is implemented using TPA solution category I to solve this type of problem. Let the inputs (the flight network information) defining the specific problem be those shown in Figure 5.8. The output of

![Figure 5.8 Example problem network. (From: [7], © 1992, Laura L. Pullum.)](image-url)
the variant operation is the route letter or the list of cities. If all variants are operating correctly, a majority vote will yield either route A or route B as the correct answer (because, in this example, there are two correct answers and three correctly operating variants for this input domain). Consider the case in which one of the variants fails for this input domain and the resulting decision vector is (A, B, C). A majority voter would raise an exception in this case, even though two of the answers are correct.

Now, suppose the TPA category I detection technique is used. When a consensus is not reached on Pass 1 (because it operates like NVP with a majority voter on Pass 1), then the inputs are re-expressed. One means of re-expressing the data is to multiply the flight times by 10 (yielding flight times expressed as integers). If the data re-expression yields an input domain outside the failure region of variant 3 (the previously failed version), and assuming it is outside the failure region of variants 1 and 2, then a majority is found on one of the correct results when the outputs of Pass 2 are voted upon.

Suppose the data re-expression does not yield a correct result and the result vector is (A, B, D). In this case, no majority occurs, and since this is a system with no history, there is no further information available for the voter to automatically select a result. Now, look at the selection process for this case. If the user is in-the-loop, the results of each pass in the detection process are output to the user as follows:

Pass 1 results: (A, B, C);
Pass 2 results: (A, B, D).
The user can see that it is likely that A and B are multiply correct and can select one or both or reject all the results.

If the user is not in the loop, then a time-range check on preferred maximum travel time can be used. The user can input this value with the problem inputs or it can be preset to eliminate obviously erroneous results or eliminate nonpreferred results. Using the same result vectors for Pass 1 and 2 above and a time constraint of $t_{flight} \leq 9$ hours would result in multiple correct results, A and B. Care must be taken, however, so that the constraints are not too strict, yielding no valid-range results and, conversely, not too lenient, yielding all results for every execution of the program. Range checks must be carefully set to be effective.

Another means of selecting among MCR is the use of a priori preference or utility information. Suppose the traveler prefers to visit two of the cities in a particular order, say city 5 to city 4, because of the customers in those cities. Perhaps a purchase by the customer in city 5 can influence a purchase by the customer in city 4. This a priori information can be included in the selection technique and result in route A (correct result) or C (incorrect, but within range and preference constraints). Weights can also be added to the set of actions based on the value of the expected consequences of the actions, and hence, a utility function can be used in the selection process.

5.3.4 Two-Pass Adjudicator Issues and Discussion

This section presents the advantages, disadvantages, and issues related to the TPA. As stated earlier, software fault tolerance techniques generally provide protection against errors in translating requirements and functionality into code, but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. Being a combined design and data diverse, backward and forward recovery technique, TPA subsumes the advantages and disadvantages of these attributes, too. These are discussed in Sections 2.2, 2.3, 1.4.1, and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, overhead, cost, redundancy, etc.) and the programming practices (e.g., assertions, atomic actions, and idealized components) used to implement the techniques are described in Chapter 3. Issues related to implementing voters are discussed in Section 7.1.

There are some issues to note specifically for the TPA technique. TPA runs in a multiprocessor environment, although it could be executed
sequentially in a uniprocessor environment. The overhead incurred (beyond that of running a single variant, as in non-fault-tolerant software) includes additional memory for the second through the \( n \)th variants, DRA, executive, and DM; additional execution time for the executive, DRA on Pass 2, and DM; and synchronization overhead on both passes and the execution of Pass 2. One solution to the synchronization time overhead is to use a DM performing an algorithm that uses two or more results as they become available. (See the SCOP technique discussion in Chapter 6.)

In TPA operation, the second pass may interrupt the module’s service. This is a detriment to TPA’s use in real-time applications that require high availability.

It is critical that the initial specification for the TPA variants be free of flaws. If the specification is flawed, then the variants may produce indistinguishable incorrect results. Common mode failures between the variants themselves and between the variants and the DM can also cause the technique to fail. However, the relative independence of the variants and the DM lessens the likelihood of this part of the common mode failure threat. The DM may also contain residual design faults. If it does, then the DM may accept incorrect results or reject correct results.

The success of the data diverse pass of this technique depends on the performance of the re-expression algorithm used. Several ways to perform data re-expression and insight on actual re-expression algorithms and their use are presented in Sections 2.3.1 through 2.3.3. DRA are very application dependent. Development of a DRA also requires a careful analysis of the type and magnitude of re-expression appropriate for each data that is a candidate for re-expression [3]. There is no general rule for the derivation of DRAs for all applications; however, this can be done for some special cases [10], and they do exist for a fairly wide range of applications [11]. Of course, a simple DRA is more desirable than a complex one because the simpler algorithm is less likely to contain design faults.

Not all applications can employ data diversity; however, many real-time control systems and other applications can use DRAs. For example, sensors typically provide noisy and imprecise data, so small modifications to the data would not adversely affect the application [1] and can yield a means of implementing fault tolerance. The performance of the DRA itself is much more important to program dependability than the technique structure (such as TPA, NCP, or RtB) in which it is embedded [12].

Also needed for implementation and further examination of the technique is information on the underlying architecture and technique performance. These are discussed in Sections 5.3.4.1 and 5.3.4.2, respectively.
Table 5.6 lists several TPA issues, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information. Some analysis has been performed on the TPA set of techniques (see the performance section below), but more research and experimentation is required before they can be used with confidence.

The indication that an issue in Table 5.6 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that the issue may be a disadvantage in general (e.g., cost is higher than non-fault-tolerant software) but an advantage in relation to another technique. In

<table>
<thead>
<tr>
<th>Issue</th>
<th>Advantage (+/−)</th>
<th>Disadvantage (−)</th>
<th>Where Discussed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provides protection against errors in translating requirements and</td>
<td>+</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>functionality into code (true for software fault tolerance techniques</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in general)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Does not provide explicit protection against errors in specifying</td>
<td>−</td>
<td></td>
<td>Chapter 1</td>
</tr>
<tr>
<td>requirements (true for software fault tolerance techniques in general)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General backward and forward recovery advantages</td>
<td>+</td>
<td></td>
<td>Sections 1.4.1,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.4.2</td>
</tr>
<tr>
<td>General backward and forward recovery disadvantages</td>
<td>−</td>
<td></td>
<td>Sections 1.4.1,</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>1.4.2</td>
</tr>
<tr>
<td>General design and data diversity advantages</td>
<td>+</td>
<td></td>
<td>Sections 2.2, 2.3</td>
</tr>
<tr>
<td>General design and data diversity disadvantages</td>
<td>−</td>
<td></td>
<td>Sections 2.2, 2.3</td>
</tr>
<tr>
<td>DRA</td>
<td>+/-</td>
<td></td>
<td>Sections 2.3.1–2.3.3</td>
</tr>
<tr>
<td>Similar errors or common residual design errors</td>
<td>−</td>
<td></td>
<td>Section 3.1.1</td>
</tr>
<tr>
<td>Coincident and correlated failures</td>
<td>−</td>
<td></td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>CCP</td>
<td>−</td>
<td></td>
<td>Section 3.1.2</td>
</tr>
<tr>
<td>Space and time redundancy</td>
<td>+/-</td>
<td></td>
<td>Section 3.1.4</td>
</tr>
<tr>
<td>Design considerations</td>
<td>+</td>
<td></td>
<td>Section 3.3.1</td>
</tr>
<tr>
<td>Dependable system development model</td>
<td>+</td>
<td></td>
<td>Section 3.3.2</td>
</tr>
<tr>
<td>Dependability studies</td>
<td>+/-</td>
<td></td>
<td>Section 4.1.3.3</td>
</tr>
<tr>
<td>Voters and discussions related to specific types of voters</td>
<td>+/-</td>
<td></td>
<td>Section 7.1</td>
</tr>
</tbody>
</table>
these cases, the reader is referred to the noted section for discussion of the issue.

5.3.4.1 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [13–15]. This includes defining the organization of software modules onto the hardware elements on which they run. The TPA is typically multiprocessor, with components residing on $n$ hardware units and the executive residing on one of the processors. Communications between the software components is done through remote function calls or method invocations.

5.3.4.2 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation.

The fault tolerance of a system employing data diversity depends upon the ability of the DRA to produce data points that lie outside of a failure region, given an initial data point that lies within a failure region. The program executes correctly on re-expressed data points only if they lie outside a failure region. If the failure region has a small cross section in some dimensions, then re-expression should have a high probability of translating the data point out of the failure region.

Pullum [7] provides a formulation for determination of the probabilities that each TPA solution has of producing a correct adjudged result. Expected execution times and additional performance details are provided by the author in [7].

5.4 Summary

This chapter presented the two original data diverse techniques, NCP and RtB, and a spin-off, TPA. The data diverse techniques are offered as a complement to the battery of design diverse techniques and are not meant to
replace them. RfB are similar in structure to the RcB, as NCP is similar to NVP. The primary difference in operation is the attribute diversified. The TPA technique uses both data and design diversity to avoid and handle MCR. For each technique, its operation, an example, and issues were presented. Pointers to the original source and to extended examinations of the techniques were provided for the reader's additional study, if desired.

The following chapter examines several “other” techniques—those not easily categorized as design or data diverse and those different enough to warrant belonging to this separate grouping. These techniques are discussed in much the same manner as were those in this chapter and the techniques in Chapter 4.

References


Other Software Fault Tolerance Techniques

New techniques are often proposed to overcome the limitations associated with previous techniques, to provide fault tolerance for specific problem domains, or to apply new technologies to the needs of software fault tolerance, while attempting to maintain the strengths of the foundational techniques. This chapter covers some of these “other” software fault tolerance techniques, those that do not necessarily fit nicely into either the design or data diverse categories—variants of the $N$-version programming (NVP) technique, resourceful systems, the data-driven dependability assurance scheme, self-configuring optimal programming (SCOP), and other software fault tolerance techniques.

6.1 $N$-Version Programming Variants

Numerous variations on the basic NVP technique have been proposed. These NVP variants range from simple use of a decision mechanism (DM) other than the basic majority voter (see Section 7.1 for some alternatives) to combinations with other techniques (see, for example, the consensus recovery block (CRB) and acceptance voting (AV) techniques described in Sections 4.5 and 4.6, respectively) to those that appear to be an entirely new technique (for example, the two-pass adjudicators (TPA), Section 5.3). As
stated above, many of these techniques arise from a real or perceived deficiency in the original technique.

In this section, we will examine one such NVP variant, the NVP-TB-AT (*N*-version programming with a tie-breaker and an acceptance test (AT)) technique, developed by Ann Tai and colleagues [1–3]. The technique was developed to illustrate performability modeling and making design modifications to enhance performability. Tai defines performability as a unification of performance and dependability, that is, a system’s ability to perform (serve its users) in the presence of fault-caused errors and failures [1]. See Section 4.7.1 for an overview of the performability investigation for the NVP and recovery block (RcB) techniques. (Also see [1–3] for a more detailed discussion.)

The NVP-TB-AT technique was developed by combining the performability advantages of two modified NVP techniques, the NVP-TB (NVP with a tie-breaker) and NVP-AT (NVP with an AT). Hence, NVP-TB-AT incorporates both a tie-breaker and an AT. When the probability of related faults is low, the efficient synchronization provided by the tie-breaker mechanism compensates for the performance reduction caused by the AT. The AT is applied only when the second DM reaches a consensus decision. When the probability of related faults is high, the additional error detection provided by the AT reduces the likelihood (due to the high execution rate of NVP-TB) of an undetected error [3].

NVP-TB-AT is a design diverse, forward recovery (see Section 1.4.2) technique. The technique uses multiple variants of a program, which run concurrently on different computers. The results of the first two variants to finish their execution are gathered and compared. If the results match, they are output as the correct result. If the results do not match, the technique waits for the third variant to finish. When it does, a majority voter-type DM is used on all three results. If a majority is found, the matching result must pass the AT before being output as the correct result.

NVP-TB-AT operation is described in Section 6.1.1 An example is provided in Section 6.1.2. The technique’s performance was discussed in Section 4.7.1.

6.1.1 N-Version Programming with Tie-Breaker and Acceptance Test Operation

The NVP-TB-AT technique consists of an executive, *n* variants (three variants are used in this discussion) of the program or function, and several DMs: a comparator, a majority voter, and an AT. The executive orchestrates the NVP-TB-AT technique operation, which has the general syntax:
run Variant 1, Variant 2, Variant 3
if (Comparator (Fastest Result 1, Fastest Result 2))
    return Result
else Wait (Last Result)
    if (Voter (Fastest Result 1, Fastest Result 2, Last Result))
        if (Acceptance Test (Result))
            return Result
    else error

The NVP-TB-AT syntax above states that the technique executes the three variants concurrently. The results of the two fastest running of these executions are provided to the comparator, which compares the results to determine if they are equal. If they are, then the result is returned as the presumed correct result. If they are not equal, then the technique waits for the slowest variant to produce a result. Given results from all variants, the majority voter DM determines if a majority of the results are equal. If a majority is found, then that result is tested by an AT. If the result is acceptable, it is output as the presumed correct result. Otherwise, an error exception is raised. Figure 6.1 illustrates the structure and operation of the NVP-TB-AT technique.

Both fault-free and failure scenarios for NVP-TB-AT are described below. The following abbreviations are used:

- **AT**: Acceptance test;
- **$V_i$**: Variant $i$;
- **$n$**: The number of versions ($n = 3$);
- **NVP-TB-AT**: N-version programming with tie-breaker and acceptance test;
- **$R_i$**: Result occurring in the $i$th order; that is, $R_i$ is the fastest, $R_n$ is the slowest;
- **$R$**: Result of NVP-TB-AT.

### 6.1.1.1 Failure-Free Operation

This scenario describes the operation of NVP-TB-AT when no failure or exception occurs.
Upon entry to the NVP-TB-AT, the executive performs the following: formats calls to the three variants and through those calls distributes the input(s) to the variants.

Each variant, $V_i$, executes. No failures occur during their execution.

The results of the two fastest variant executions ($R_i$ and $R_j$) are gathered by the executive and submitted to the comparator.
6.1.1.2 Partial Failure Scenario—Results Fail Comparator, Pass Voter, Pass Acceptance Test

This scenario describes the operation of NVP-TB-AT when the comparator cannot determine a correct result, but the result from the slowest variant forms a majority with one of the other results and that majority result passes the AT. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the NVP-TB-AT, the executive performs the following: formats calls to the three variants and through those calls distributes the input(s) to the variants.
- Each variant, $V_i$, executes. No failures occur during their execution.
- The results of the two fastest variant executions ($R_i$ and $R_3$) are gathered by the executive and submitted to the comparator.
- $R_i \neq R_3$, so the comparator cannot determine a correct result.
- Control returns to the executive, which waits for the result from the slowest executing variant.
- The slowest executing variant completes execution.
- The result from the slowest variant, $R_0$, is gathered by the executive, and along with $R_i$ and $R_3$, is submitted to the majority voter.
- $R_0 = R_3$, so the majority voter sets $R = R_0 = R_3$ as the correct result.
- Control returns to the executive.
- The executive submits the majority result, $R$, to the AT.
- The AT determines that $R$ is an acceptable result.
- Control returns to the executive.
- The executive passes the correct result outside the NVP-TB-AT, and the NVP-TB-AT module is exited.
6.1.3 Failure Scenario—Results Fail Comparator, Pass Voter, Fail Acceptance Test

This scenario describes the operation of NVP-TB-AT when the comparator cannot determine a correct result, but the result from the slowest variant forms a majority with one of the other results; however that majority result does not pass the AT. Differences between this scenario and the failure-free scenario are in gray type.

- Upon entry to the NVP-TB-AT, the executive performs the following: formats calls to the three variants and through those calls distributes the input(s) to the variants.
- Each variant, $V_i$, executes. No failures occur during their execution.
- The results of the two fastest variant executions ($R_1$ and $R_2$) are gathered by the executive and submitted to the comparator.
- $R_1 \neq R_2$, so the comparator cannot determine a correct result.
- Control returns to the executive, which waits for the result from the slowest executing variant.
- The slowest executing variant completes execution.
- The result from the slowest variant, $R_3$, is gathered by the executive, and along with $R_1$ and $R_2$ is submitted to the majority voter.
- $R_3 = R_2$, so the majority voter sets $R = R_2 = R_3$ as the correct result.
- Control returns to the executive.
- The executive submits the majority result, $R$, to the AT.
- $R$ fails the AT.
- Control returns to the executive.
- The executive raises an exception and the NVP-TB-AT module is exited.

6.1.4 Failure Scenario—Results Fail Comparator, Fail Voter

This scenario describes the operation of NVP-TB-AT when the comparator cannot determine a correct result and the result from the slowest variant does not form a majority with one of the other results. Differences between this scenario and the failure-free scenario are in gray type.
• Upon entry to the NVP-TB-AT, the executive performs the following: formats calls to the three variants and through those calls distributes the input(s) to the variants.
• Each variant, \( V_i \), executes. No failures occur during their execution.
• The results of the two fastest variant executions (\( R_1 \) and \( R_2 \)) are gathered by the executive and submitted to the comparator.
• \( R_1 \neq R_2 \), so the comparator cannot determine a correct result.
• Control returns to the executive, which waits for the result from the slowest executing variant.
• The slowest executing variant completes execution.
• The result from the slowest variant, \( R_3 \), is gathered by the executive, and along with \( R_1 \) and \( R_2 \) is submitted to the majority voter.
• \( R_1 \neq R_2 \neq R_3 \), so the majority voter cannot determine a correct result.
• Control returns to the executive.
• The executive raises an exception and the NVP-TB-AT module is exited.

An additional scenario will be mentioned, but not examined in detail, as done above. That is, it is also possible that one of the variants fails to produce any result because of an endless loop (or possible hardware malfunction). This “failure to produce a result” event is handled by NVP-TB-AT with a time-out and the return of a null result.

6.1.1.5 Architecture
We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [4–6]. This includes defining the organization of software modules onto the hardware elements on which they run. NVP-TB-AT is a multiprocessor technique with software components residing on \( n = 3 \) hardware units and the executive residing on one of the processors. Communications between the software components is done through remote function calls or method invocations.

6.1.2 \( N \)-Version Programming with Tie-Breaker and Acceptance Test Example
This section provides an example implementation of the NVP-TB-AT technique. Recall the sort algorithm used in the Rcb and NVP examples (see
Sections 4.1.2 and 4.2.2, and Figure 4.2). The original sort implementation produces incorrect results if one or more of the inputs are negative. The following describes how NVP-TB-AT can be used to protect the system against faults arising from this error.

Figure 6.2 illustrates an NVP-TB-AT implementation of fault tolerance for this example. Note the additional components needed for NVP-TB-AT implementation: an executive that handles orchestrating and synchronizing the technique, two additional variants (versions) of the algorithm/program, a comparator, a voter, and an AT. The versions are different variants providing an incremental sort. For variants 1 and 2, a bubble sort and quicksort are used, respectively. Variant 3 is the original incremental sort.

Now, let’s step through the example.

- Upon entry to NVP-TB-AT, the executive performs the following: formats calls to the $n = 3$ variants and through those calls distributes the inputs to the variants. The input set is (8, 7, 13, –4, 17, 44). The executive also sums the items in the input set for use in the AT. **Sum of input = 85.**
- Each variant, $V_i$ ($i = 1, 2, 3$), executes.
- The results of the two fastest variant executions ($R_{ij}$, $i = 2, 3$; $j = 1, \ldots, k$) are gathered by the executive and submitted to the comparator.
- The comparator examines the results as follows (shading indicates matching results):

<table>
<thead>
<tr>
<th>$j$</th>
<th>$R_{2j}$</th>
<th>$R_{3j}$</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–4</td>
<td>–4</td>
<td>–4</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>–7</td>
<td>Ø</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>–8</td>
<td>Ø</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>–13</td>
<td>Ø</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>–17</td>
<td>Ø</td>
</tr>
<tr>
<td>6</td>
<td>44</td>
<td>–44</td>
<td>Ø</td>
</tr>
</tbody>
</table>

The results do not match.

- The executive now waits for the result of the slowest variant to complete execution.
Figure 6.2 Example of N-version programming with tie-breaker and acceptance test implementation.

- The slowest variant, \( V_1 \), completes execution.
- The result from the slowest variant, \( R_1 \), is gathered by the executive and, along with \( R_2 \) and \( R_3 \), is submitted to the majority voter.
- The majority voter examines the results as follows (shading indicates matching results):

<table>
<thead>
<tr>
<th>$j$</th>
<th>$R_{ij}$</th>
<th>$R_{ij}$</th>
<th>$R_{ij}$</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>–4</td>
<td>–4</td>
<td>–4</td>
<td>–4</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>7</td>
<td>–7</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>8</td>
<td>–8</td>
<td>8</td>
</tr>
<tr>
<td>4</td>
<td>13</td>
<td>13</td>
<td>–13</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>17</td>
<td>17</td>
<td>–17</td>
<td>17</td>
</tr>
<tr>
<td>6</td>
<td>44</td>
<td>44</td>
<td>–44</td>
<td>44</td>
</tr>
</tbody>
</table>

$R_i$ and $R_i$ match, so the majority result is (–4, 7, 8, 13, 17, 44).

- Control returns to the executive.
- The executive submits the majority result to the AT.
- The AT sums the items in the output set. Sum of output = 85. The AT tests if the sum of input equals the sum of output. 85 = 85, so the majority result passes the AT.
- Control returns to the executive.
- The executive passes the presumed correct result, (–4, 7, 8, 13, 17, 44), outside the NVP-TB-AT, and the NVP-TB-AT module is exited.

### 6.2 Resourceful Systems

Resourceful systems were proposed by Abbott [7, 8] as an approach to software fault tolerance. It is an artificial intelligence approach, sometimes called functional diversity, that exploits diversity in the functional space available in some applications. The resourceful systems approach is based on self-protective and self-checking components, and is derived from an approach to fault tolerance in which system goals are made explicit. It was evolved from the efforts of Taylor and Black [9] and Bastani and Yen [10], and work in planning and robotics. Taylor and Black’s aim in [9] was to make goals explicit for the sake of protecting the system from disaster, rather than for reliability. Bastani and Yen’s work [10] focused on decentralized control,
rather than on system goals. Resourceful systems marry these ideas and a planning component, yielding an extended RcB framework.

The resourceful system approach requires that system goals be made explicit and that the system have the ability to achieve its goals in multiple ways. A resourceful system, like a system using RcB, has the ability to determine whether it has achieved a goal (the goal must be testable) and, if it has failed, to develop and carry out alternative plans for achieving the goal [8]. In an RcB, the alternatives are available prior to execution; however, in the resourceful system the new ways to reach the goal may be generated during execution. Hence, resourceful systems may generate new code dynamically. (Obviously, dynamic code generation raises additional questions as to whether the autogenerated code is safe (in the systems context) and whether the code generator itself is dependable. These issues require additional investigation.) The resourceful system approach is based on the premise that, although the system may fail to achieve the final goal in its primary or initial way, the system may be able to achieve the goal in another way by modifying plans and operations (see Figure 6.3). Associated with the goal may be constraints such as “within x time units” or “within k iterations.”

Systems using RcB may be viewed as a limited form of resourcefulness, and resourceful systems may be viewed as a generalization of the RcB approach [8].

Abbott, in [8], provides the following properties a resourceful system must possess.

---

**Figure 6.3** General concept of a resourceful system.
• **Functional richness:** The required redundancy is in the end results; it is only necessary that it be possible to achieve the same end results in a number of different ways. Functional richness is a property of a system in the context of the environment in which it is functioning, not of the system in isolation.

• **Explicitly testable goals:** The system must be able to determine whether or not it has achieved its goals. This is similar to the need for ATs in an RCB technique.

• **An ability to develop and carry out plans for achieving its goals:** The system must be able to reason about its goals well enough to make use of its functional richness. The required reasoning ability must complement the system’s functionality. The system must be able to decompose its goals into subgoals in ways that correspond to the ways it has of achieving those goals.

What is desired for a resourceful system is a broad set of basic functions along with the ability to combine those functions into programs or plans. In other words, one wants a system organized into levels of abstraction, where each level provides the functional richness needed by the potential programs on the next higher level of abstraction. The system itself does the programming, that is, the planning and reacting, to deal with contingencies as they arise [8].

Abbott contends that resourceful systems would be affordable because functional richness grows out of a levels-of-abstraction object-oriented (OO) approach to system design [8]. He adds that OO designs do not appear to impose a significant cost penalty and may result in less expensive systems in the long run.

Artificial intelligence techniques are used by the system to reason about its goals, to devise methods of accomplishing the task, and to develop and carry out plans for achieving its goals. The resourceful system approach tends to change the way one views the relationships among a system, its environment, and the goals the system is intended to achieve. These altered views are presented by Abbott [8] as follows.

• The boundary between the system and the environment is less distinct.
• The system’s goals become that of guiding the system and environment as an ensemble to assume a desired state, rather than to perform a function in, on, or to the environment.

• System component failures are seen more as additional obstacles to be overcome than as losses in functionality.

The following are important features for any language used for programs that control the operation of resourceful systems [8], but not necessarily the language in which the system itself is implemented.

• Components;
• Ability to express the information to be checked;
• Error reporting mechanism;
• Planning capability;
• Ability to generate and execute new code dynamically.

Abbott asserts (in [8]) that the technology needed for providing a dynamic debugging (i.e., automatic detection and correction of bugs) capability is essentially the same as that of program verification and that in 1990 the technology was not suitable for general application. This is still the case today. It is also asserted [8] that logic programming (e.g., using the Prolog language) offers the best available language resources for developing fault-tolerant software. The application areas in which resourcefulness has been most fully developed are robotics and game playing systems. Intelligent agent technology may hold promise for implementing resourceful systems [11]. The resourceful system approach to software fault tolerance still suffers the same problems as all new approaches, that is, lack of testing, experimental evaluation, implementation, and independent analysis.

6.3 Data-Driven Dependability Assurance Scheme

The data-driven dependability assurance scheme was developed by Parhami [12, 13]. This approach is based on attaching dependability tags (d-tag) to data objects and updating the d-tags as computation progresses. A d-tag is an indicator of the probability of correctness of a data object. For software fault tolerance use, the d-tag value for a particular data object can be used to
determine the acceptability of that data object or can be used in more complex
decision-making functions.

Let a data object, \( D \), and its d-tag comprise the composite object, \( \langle D, d \rangle \). The d-tag, \( d \), assumes values from a finite set of dependability indi-
cators, \( d \in \{0, 1, \ldots, \delta - 1\} \), where \( \delta \) is an application-dependent constant. Each d-tag value, \( d \), has the constants, \( \pi_d \) and \( \pi'_d \), associated with it such that the probability that the data object, \( D \), is correct is bounded by these constants:

\[
\pi_d \leq \text{prob}[D \text{ is correct}] \leq \pi'_d
\]

The d-tag values are arranged so that a larger d-tag value implies higher confidence in the correctness of the associated data object. The d-tag values are obtained from knowledge of the data and the application. We let the upper bound, \( \pi'_d = \pi_{\delta - 1} = 1 \), that is, a perfect value, and the lower bound, \( \pi_0 \), be 0, a hopelessly incorrect value.

The \( \pi \) values are not required to conform to any particular rule or pattern. In practice, though, it is desirable to have a capability for greater discrimination at the high end of dependability values [12]. The reasoning for this is that correctness probabilities 0.99 and 0.999 are significantly different, while the values 0.4 and 0.5 are not, because they both represent practically useless data values. The following example illustrates 8-valued d-tags (\( \delta = 8 \)) [12]:

<table>
<thead>
<tr>
<th>( j )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \pi_d )</td>
<td>0</td>
<td>0.75</td>
<td>0.883</td>
<td>0.9612</td>
<td>0.9894</td>
<td>0.9973</td>
<td>0.9999</td>
<td>1</td>
</tr>
</tbody>
</table>

The d-tags can be associated with data objects at any level; however, practical considerations (e.g., data storage redundancy, and computational overhead) will likely restrict their use to high-level data objects with complex structures and operations.

The d-tags are manipulated, as the computation progresses, to indicate the dependability of the data object. Normal operations on data objects (such as multiplication, division, addition, subtraction, etc.) tend to lower the value of the d-tag. If it can be reasonably assumed that the operations themselves are perfectly dependable, then the dependability of each result of an operation is a function of the operands’ dependabilities. With a unary op-
operator then, the dependability of the result would be the same as that of the single operand. Parhami [13] extends this to the development of a dependability
evaluation function for binary operators, such that the dependability of the result is never more than the smallest d-tag value involved in the operation.

If the final computation results have acceptable d-tag values, then nothing further is required. However, if the resultant d-tags are below a required minimum (e.g., using a bounds AT), then something must be done to increase the dependability of the data object. These dependability-raising operations are involved only as needed during or at the end of computation.

Results that are obtained in more than one way (e.g., using hardware, software, or temporal redundancy) increase the value of the d-tag. That is, they increase the probability of correctness of the data object. Parhami [13] provides detailed derivation of the correctness probability of a data object $D$ obtained in two different ways. In general, it can be concluded from the derivation that dependability improvement is likely as a result of matching values of $D$ as long as the associated d-tag values are sufficiently high [13].

The results are extended and generalized to $n$ variant results. If all the results are different, then the data object with the highest d-tag value can be selected as the final result. This is illustrated in the top third of Figure 6.4. If all of the data object values are the same, then the output is set to one of them with a d-tag value functionally comprised of all the variant results’ d-tag values (see middle portion of Figure 6.4). In the other case, if the data objects can be partitioned into classes of identical objects, then a result can be determined as follows. For each class of identical objects, a d-tag value is computed. The class with the largest computed d-tag determines the resultant output data value. This case is illustrated in the bottom section of Figure 6.4.

The last case, in which some (but not a majority of) data objects are identical, is perhaps best explained by an example. Suppose we have seven variants ($v_i$, $i = 1, 2, ..., 7$), and these variants produce the data objects and associated d-tags shown in Table 6.1.

There is no majority of identical data objects. However, there are classes (subsets) of identical objects. The members of these classes are:

- **Class 1**: $\langle D_1, d_1 \rangle, \langle D_6, d_4 \rangle$
- **Class 2**: $\langle D_2, d_2 \rangle, \langle D_4, d_3 \rangle, \langle D_7, d_7 \rangle$
- **Class 3**: $\langle D_3, d_3 \rangle$
- **Class 4**: $\langle D_5, d_5 \rangle$

To determine which result to use, class 1’s data object value 10.7, class 2’s 11.1, class 3’s 42.9, or class 4’s -3.6, a d-tag value must be determined for
Case: All \( D_i \) are different

- **Variant 1**: \( \langle D_1, d_1 \rangle \)
- **Variant 2**: \( \langle D_2, d_2 \rangle \)
- **...**
- **Variant \( n \)**: \( \langle D_n, d_n \rangle \)

\( D_1 \neq D_2 \neq \ldots \neq D_n \)

Result = \( \langle D_j, d_j \rangle \), where \( d_j = \max(d_i) \), \( i = 1, \ldots, n \)

Case: All \( D_i \) are equal

- **Variant 1**: \( \langle D_1, d_1 \rangle \)
- **Variant 2**: \( \langle D_2, d_2 \rangle \)
- **...**
- **Variant \( n \)**: \( \langle D_n, d_n \rangle \)

\( D_1 = D_2 = \ldots = D_n \)

Result = \( \langle D_j, d_j \rangle \), where \( d_j = f(d_i) \), \( i = 1, \ldots, n \)

Case: Some \( D_i \) are equal

- **Variant 1**: \( \langle D_1, d_1 \rangle \)
- **Variant 2**: \( \langle D_2, d_2 \rangle \)
- **...**
- **Variant \( n \)**: \( \langle D_n, d_n \rangle \)

\( m \) classes of equivalent data objects

For each class, \( d'_k = f(d_i) \), \( i = \) those data objects within the class, \( k = 1, \ldots, m \)

Result = \( \langle D_j, d'_j \rangle \), where \( d'_j = \max(d'_i) \), \( i = 1, \ldots, m \)

Figure 6.4 Using d-tags with \( n \) variants to determine result.
<table>
<thead>
<tr>
<th>Variant, $i$</th>
<th>Data Object, $D_i$</th>
<th>d-tag, $d_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>10.7</td>
<td>0.9886</td>
</tr>
<tr>
<td>2</td>
<td>11.1</td>
<td>0.9984</td>
</tr>
<tr>
<td>3</td>
<td>42.9</td>
<td>0.2111</td>
</tr>
<tr>
<td>4</td>
<td>11.1</td>
<td>0.9946</td>
</tr>
<tr>
<td>5</td>
<td>11.1</td>
<td>0.9986</td>
</tr>
<tr>
<td>6</td>
<td>10.7</td>
<td>0.9940</td>
</tr>
<tr>
<td>7</td>
<td>−3.6</td>
<td>0.1234</td>
</tr>
</tbody>
</table>

Table 6.1
Example Data Object and d-tag Values

each class. Suppose the class d-tag values are simply the average of the d-tag values associated with the data objects in each class. The class d-tag values are provided below.

Class 1’s d-tag value: $d'_1 = \text{avg}(0.9886, 0.9940) = 0.9913$
Class 2’s d-tag value: $d'_2 = \text{avg}(0.9984, 0.9946, 0.9986) = 0.9972$
Class 3’s d-tag value: $d'_3 = \text{avg}(0.2111) = 0.2111$
Class 4’s d-tag value: $d'_4 = \text{avg}(0.1234) = 0.1234$

The result, in this example, will be the data object value of the class with the maximum associated d-tag value.

$$\max(d'_i) = d'_2, \ i = 1, 2, \ldots, 7$$

So, the data object value associated with class 2, 11.1, is output as the presumed correct result.

There are several issues related to d-tags.

- **d-tag values:** Determining the number and values of d-tags to use is nontrivial. The number of d-tag intervals affects the storage and processing overheads. The optimal number will be application dependent. To effectively perform the trade-off analyses to determine these numbers, the concept of d-tags and their associated direct and indirect costs must be formalized and further refined [13].
• **Erroneous d-tags:** The d-tags themselves may be incorrect and, hence, lower or higher than the correct value. If the d-tag is lower than correct, then this error is “safe” because it can lead to the following events [13]:

  - A correct result will have an erroneously low, but acceptable, d-tag value and will be trusted and used;
  
  - A correct result will have an unacceptably low d-tag value and will be either discarded or used cautiously;
  
  - Or, an incorrect result will have a correct d-tag and will be either discarded or used with appropriate care.

Hence, it is sufficient to guard against erroneously high d-tag values. These positive d-tag errors have three causes:

  - Incorrect storage and/or transmission of d-tag values;
  
  - Error(s) during dependability-lowering operations;
  
  - Error(s) during dependability-raising operations.

Several means of combating these causes, including use of error codes, exploiting asymmetry in the application, arithmetic error codes, table look-up error codes, and self-checking circuits, are provided by Parhami [13].

• **Imperfect operations:** Operators (e.g., +, −, /, *) may be erroneous, comparison and voting operations may be erroneous, and operators may incorrectly operate on composite data objects.

Earlier in this section, we showed how to use d-tags with n variants (design diversity) to determine the correct result. It is also possible to use d-tags with data diverse techniques to determine the correct result. For example, they can be added to the operation of the RtB technique and used in voting on the result if the original computation and computation with re-expressed inputs fail to pass the AT. In addition, d-tags can be added, along with ATs and stepwise comparison, to the N-copy programming (NCP) technique. Furthermore, d-tags can also be used with combined design and data diverse techniques to aid in decision making and selective use of redundancy (see [13] for details).
6.4 Self-Configuring Optimal Programming

SCOP, developed by Bondavalli, Di Giandomenico, and Xu [14–17], is a scheme for handling dependability and efficiency. SCOP attempts to reduce the cost of fault-tolerant software in terms of space and time redundancy by providing a flexible redundancy architecture. Within this architecture, dependability and efficiency can be dynamically adjusted at run time.

The SCOP technique uses \( n \) software variants, a DM (Section 7.1), a controller or executive, and forward recovery (Section 1.4.2) to accomplish fault tolerance. The main characteristics of SCOP are dynamic use of redundancy, growing syndrome space (collection of information to support result selection), flexibility and efficiency, and generality. These characteristics will be described in the SCOP operation discussion.

SCOP operation is described in Section 6.4.1, with an example provided in Section 6.4.2. Some issues and SCOP evaluation are presented in Section 6.4.3.

6.4.1 Self-Configuring Optimal Programming Operation

The SCOP technique consists of an executive or controller, \( n \) variants of the program or function, and a DM. The controller orchestrates the SCOP technique operation, which follows the algorithm below.

Index of Current Phase = 0
Current State = non_end_state
Syndrome = empty
Delivery Condition = one of \{Possible_Delivery_Conditions\}
Max Number Phases = f[Time_Constraints]
while (Current State \neq non_end_state) AND (Index of Current Phase < Max Number Phases)
begin
Index of Current Phase = Index of Current Phase + 1
construct Currently Active Set of Variants
execute (Currently Active Set of Variants,

Syndrome)
adjudicate (Currently Active Set of Variants,

All Syndromes, New State, Result)
Current State = New State
end
if (Current State = end_state)
then deliver (Result)
else signal (failure)
The SCOP control algorithm [17] above states that first some initializations take place: the current phase number is set to 0, the current state is set to a non-end state (which is also a nonfailure state), and the information syndrome is cleared. In the SCOP technique, an information syndrome contains the variant results and an indication of each result's correctness. The delivery condition is set next. SCOP provides different levels of dependability based on the selected delivery condition. Different delivery conditions usually have different fault coverages and can be chosen, statically or dynamically, based on the application criticality or system degradation, for example. The maximum number of phases is determined next. Its value is based on time constraints and the expected time per phase.

The first phase is initiated. Additional phases will be performed as long as the maximum number of phases is not exceeded and the current state of the system is not an end state. Upon starting the phase, the phase counter is incremented. The initial currently active set (CAS) of variants, \( V_i \), is constructed according to the selected delivery condition and the given application environment. In subsequent phases, the CAS set \( V_i \ (i > 1) \) is constructed based on the syndrome \( S_{i-1} \) collected in the \((i - 1)\)th phase and the information on phases [17]. The variants in \( V_i \) are selected from the variants that have not been used in any of the previous phases; that is, \( V_i \) is a subset of \( V - (V_1 \cup V_2 \cup \ldots \cup V_{i-1}) \). If the \( i \)th phase is the last, \( V_i \) would contain all the remaining spare variants [17].

The execute procedure manages the execution of the CAS variants and generates the syndrome \( S_i \) (where \( S_0 \) is an empty set and \( S_{i-1} \) is a subset of \( S_i \)). The adjudication function is based on the selected delivery condition. The adjudicator receives the syndrome \( S_i \), then, based on its result, sets the new state and selects the result if one exists. When the current state is the end state, the selected result is delivered or a failure notification is signaled.

Figure 6.5 (based on information in [17]) illustrates the structure and operation of the SCOP technique in a multiprocessor environment. In the description of the figure and the operation of SCOP below, the following variables are used:

- \( C \) Delivery condition;
- \( \text{CAS} \) Currently active set (of variants);
- \( i \) Phase number;
- \( N_f \) Maximum number of software variants that can be executed in parallel on hardware resources currently allocated to the given application;
Figure 6.5  Self-configuring optimal programming structure and operation. (After: [17], © 1995 Springer-Verlag, Figure 2, p. 181.)
$S_i$ Syndrome $i$;

$T_d$ Time deadline that indicates the maximum response delay permitted for the application;

$V_i$ Variant $i$.

The steps below (source: [17], p. 162, with permission) describe the dynamic behavior of SCOP in a multiprocessor environment. Note that the step number corresponds to a number in Figure 6.5.

1. For a given application, SCOP first establishes the delivery condition $C$ (or several delivery conditions that permit different levels of dependability), according to the user’s requirements, and then configures the CAS set, $\mathcal{V}_i$, from $V_i$ that includes the minimum number of variants needed to be executed to generate a result satisfying the condition $C$ in the absence of faults. The timing constraint, $T_d$, is also determined based on the response requirement.

2. Check whether the time deadline $T_d$ will be missed when the $i$th phase is initiated for the execution of $V_i$ ($i = 1, 2, 3, \ldots$) and whether $\mathcal{V}_i$ is an empty set. If $T_d$ allows for no new phase or $\mathcal{V}_i = \{\}$, an exception will be raised to signal to the user that a timely result satisfying the required condition $C$ cannot be provided. In this case, a degraded service may be considered.

3. Check whether $N_p > 0$. $N_p = 0$ means that no variant can be executed at this moment due to the limitation of available resources in the system. Wait and go back to step 2 to check $T_d$.

4. Check whether $|V_i| > N_p$. If $|V_i| > N_p$, only some of the variants in $V_i$ can be carried out within the current phase and thus additional time is needed for the execution of $V_i$.

5. $N_p$ software variants in $V_i$ are executed and $V_i$ is modified so that $V_i$ excludes the variants that have been executed. Back to step 2.

6. Since $|V_i| \leq N_p$, $|V_i|$ variants are executed and completed within the current phase. If the scheduler used by the supporting system allocates $N_p > |V_i|$ processors to SCOP during the $i$th phase, it is possible to consider the execution of $N_p$ variants (more than $|V_i|$). This avoids wasting the resources that would be left idle otherwise, and requires the ability to select the additional variants among those not yet used.
7. Syndrome \( S \) is generated based on all the information collected up to this point.
8. Check whether a result exists that satisfies the delivery condition \( C \). If so, deliver the result to the user; otherwise step 9.
9. Set \( i = i + 1 \) and construct a new CAS set, \( V_i \), from the spare variants according to the information about the syndrome, the deadline, and the resources available. If no sufficient spare variants are available, set \( V_i \) empty.

Since the SCOP control algorithm and adjudicator operation can be complex, their complexity can cause design errors. A design methodology for SCOP has been developed to avoid such problems. It is described in detail in [17]. Here, we simply note the SCOP component design parameters to take into consideration [17]: the number \( N \) of available variants, an estimate of reliability of each variant, and an estimate of the execution time of each variant; a timing constraint that the SCOP instance may be given for producing timely results; and the delivery condition(s) and the degree of flexibility in delivering results.

### 6.4.2 Self-Configuring Optimal Programming Example

This section provides an example implementation of the SCOP technique. Recall the sort algorithm used in the RCB and NVP examples (see Sections 4.1.2 and 4.2.2 and Figure 4.2). The original sort implementation produces incorrect results if one or more of the inputs are negative. This section describes how SCOP can be used to protect the system against faults arising from this error.

The following hardware and software component information is provided for the example.

- Three processors are available; they can execute a total of up to three software variants concurrently.
- The SCOP technique controller is available.
- There are seven software variants of the incremental sort function.
- The adjudicator requires at least three results to agree and the results can be from consecutive phases having the same input (i.e., it uses cumulative syndrome information). This is the delivery condition.
The maximum time delay for this example is three phases.
Now, let’s step through the example.

- Upon entering the SCOP block, the following initializations are made. The `Index_of_Current_Phase` is set to 0. The `Current_State` is set to a non-end-state. The syndrome is set to empty. The delivery condition is set to three matching results across consecutive phases having the same input. The `Max_Number_Phases` is set to 3.
- The input set is \((8, 7, 13, -4, 17, 44)\).
- The CAS set, \(V_i\), from \(V_t\) is configured as \([v_1, v_2, v_3]\). Note that this is the minimum number of variants needed to be executed to generate a result satisfying the condition \(C\) in the absence of faults.
  - Increment the phase count to 1.
  - Set the timing constraint, \(T_d\).
- Check whether the time deadline \(T_d\) will be missed when the first phase is initiated for the execution of \(V_t\) (it will not be missed in Phase 1) and whether \(V_t\) is an empty set (\(V_t \neq \{\}\)).
- Check whether \(N_p > 0\). \(N_p = 3\) processors available, which is greater than 0, so continue.
- Check whether \(|V_t| > N_p\). \(|V_t| = 3\) variants = \(N_p\), so continue. Three variants can run on three processors.
- The software variants \(v_1, v_2, v_3\) are executed and \(V_t\) is modified so that \(V_t\) excludes the variants that have been executed. \(V_t = \{v_4, v_5, v_6, v_7\}\) now.
- Let \(n\) be the result from \(v_i\). The results are
  
  \[r_1 = (8, 7, 13, -4, 17, 44)\]
  \[r_2 = (-4, 7, 8, 13, 17, 44)\]
  \[r_3 = (-4, 7, 44)\]

Syndrome \(S_i\) is generated based on all the information collected up to this point. The results are summarized below. In the syndrome column, bold indicates erroneous, disagreeing results and italics indicate correct results.
- The results do not satisfy the delivery condition.
- Increment the phase number to 2 and construct a new CAS set, $V_2$, from the spare variants. $V_2 = \{v_4, v_5\}$. Only two additional variants are needed to possibly satisfy the delivery conditions since one of the three results from the first phase may be correct.
- Check whether the time deadline $T_d$ will be missed when the second phase is initiated for the execution of $V_2$ (it will not be missed in Phase 2) and whether $V_2$ is an empty set ($V_2 \neq \{\}$).
- Check whether $N_v > 0$. $N_v = 3$ processors available, which is greater than 0, so continue.
- Check whether $|V_2| > N_v$. $|V_2| = 2$ variants > $N_v$ so continue. Two variants can run on three processors.
- The software variants $v_4$ and $v_5$ are executed and $V_2$ is modified so that $V_2$ excludes the variants that have been executed. $V_2 = \{v_6, v_7\}$ now.
- The results are

$$r_4 = (-4, 7, 8, 13, 17, 44)$$
$$r_5 = (-4, 7, 8, 13, 17, 44)$$

Syndrome $S_2$ is generated. The results from both phases are summarized below.

<table>
<thead>
<tr>
<th>Phase</th>
<th>$V_i$</th>
<th>Spare Variants</th>
<th>Syndrome</th>
<th>Judgment &amp; Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>${v_1, v_2, v_3}$</td>
<td>${v_4, v_5, v_6, v_7}$</td>
<td>$r_1, r_2, r_3$</td>
<td>Non-end state (i.e., no result, but not complete)</td>
</tr>
<tr>
<td>2</td>
<td>${v_4, v_5}$</td>
<td>${v_6, v_7}$</td>
<td>$r_1, r_2, r_3, r_4, r_5$</td>
<td>End-state, $r_2$</td>
</tr>
</tbody>
</table>

- The results do satisfy the delivery condition. Deliver $r_2$ to the user as the presumably correct result.
6.4.3 Self-Configuring Optimal Programming Issues and Discussion

This section presents the advantages, disadvantages, and issues related to SCOP. As stated in Chapter 4, software fault tolerance techniques generally provide protection against errors in translating requirements and functionality into code but do not provide explicit protection against errors in specifying requirements. This is true for all of the techniques described in this book. SCOP is a design diverse (although includes the flexibility to be implemented as a data diverse), forward recovery technique, and, as such, subsumes design diversity’s and forward recovery’s advantages and disadvantages, too. These are discussed in Sections 2.2 and 1.4.2, respectively. While designing software fault tolerance into a system, many considerations have to be taken into account. These are discussed in Chapter 3. Issues related to several software fault tolerance techniques (such as similar errors, overhead, cost, redundancy, etc.) and the programming practices (e.g., assertions, atomic actions, idealized components) used to implement the techniques are described in Chapter 3. Issues related to implementing voters are discussed in Section 7.1.

There are some issues to note specifically for the SCOP technique. SCOP runs in a multiprocessor environment, although it could be executed sequentially in a uniprocessor environment. The overhead incurred (beyond that of running a single variant, as in non-fault-tolerant software) includes additional memory for the second through the nth variants, the controller, and DM and additional execution time for the controller, DM, and additional phases.

It is critical that the initial specification for the variants used in SCOP be free of flaws. If the specification is flawed, then the variants are likely to produce indistinguishable results. Common mode failures or undetected similar errors among a majority of the variants can cause the adjudicator to be unable to select a correct result. Related faults among the variants and the DM also have to be minimized. Multiple correct results (MCR) (see Section 3.1.1) will also degrade the performance of the SCOP technique.

Also needed for implementation and further examination of the technique is information on the underlying architecture and technique performance. These are discussed in Sections 6.4.3.1 and 6.4.3.2, respectively. Table 6.2 lists several SCOP issues, indicates whether or not they are an advantage or disadvantage (if applicable), and points to where in the book the reader may find additional information.

The indication that an issue in Table 6.2 can be a positive or negative (+/−) influence on the technique or on its effectiveness further indicates that
the issue may be a disadvantage in general but an advantage in relation to another technique. In these cases, the reader is referred to the noted section for discussion of the issue.

6.4.3.1 Architecture

We mentioned in Sections 1.3.1.2 and 2.5 that structuring is required if we are to handle system complexity, especially when fault tolerance is involved [4–6]. This includes defining the organization of software modules onto the hardware elements on which they run. SCOP is typically multiprocessor with $|V|$ variants residing on $N_f$ hardware units, with the controller residing on one of the processors. Communication between the software
components is conducted through remote function calls or method invocations.

6.4.3.2 Performance

There have been numerous investigations into the performance of software fault tolerance techniques in general (discussed in Chapters 2 and 3) and the dependability of specific techniques themselves. Table 4.2 (in Section 4.1.3.3) provides a list of references for these dependability investigations. This list, although not exhaustive, provides a good sampling of the types of analyses that have been performed and substantial background for analyzing software fault tolerance dependability. The reader is encouraged to examine the references for details on assumptions made by the researchers, experiment design, and results interpretation.

Bondavalli, et al. [15] examined the reliability and safety of SCOP in comparison with NVP, RCB, and N-self-checking programming (NSCP). In terms of dependability (derived by examining the probability of software failure and the probability of undetected failure), SCOP and NVP were shown to have similar levels of dependability for benign and catastrophic failures. Both NVP and SCOP adjudicators are significant factors in the dependability equations for these techniques. Per [15], RCB appears to be the best (dependability-wise), but the influence on the dependability of the application-dependent AT can vary significantly. Related faults affected all techniques, including the NSCP. In terms of resource consumption (and not considering timing constraints), RCB again seems to be better, with SCOP ranking more efficient than NVP and NSCP.

The SCOP technique attempts to attack the complexity problem caused by its highly dynamic behavior by introducing a design methodology. This methodology simplifies the on-line process by making the off-line design process more complex but systematic and thorough. With the SCOP control framework, multivariant software (design diversity), diversity in the data space (data diversity or robust data), and simple copies (software redundancy or data diversity) can be selected depending on cost effectiveness and application-dependent factors. Different result delivery conditions can also be used to increase fault coverage or to provide graceful degradation as faults occur. Explicit use of SCOP had not been documented to the date of this writing; however, four-version software and two-variant hardware were combined in a dynamically reconfigurable architecture for pitch control support in the A320 aircraft [18]. This could be considered a simplified form of SCOP [17].
**Table 6.3**
Some of the Other Software Fault Tolerance Techniques

<table>
<thead>
<tr>
<th>Technique Name</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Algorithmic fault tolerance</td>
<td>Algorithmic fault tolerance describes a set of techniques in which the fault tolerance technique is specifically tailored to the algorithm to be performed. Examples of algorithmic fault tolerance include techniques for matrix operations [19] and redundantly linked lists [20, 21].</td>
<td>[19–21]</td>
</tr>
<tr>
<td>Certification trails (CT)</td>
<td>The central idea of the CT scheme is to execute an algorithm so that it leaves behind a trail of data (the certification trail) and, using this data, execute another algorithm for solving the same problem more quickly and/or more simply than the first algorithm. The outputs of the two executions are then compared. They are considered correct if they agree; otherwise, other algorithms are executed to determine the solution. This technique requires time redundancy. Care must be taken in designing use of CT to avoid data dependency (error propagation from the first algorithm to the second algorithm, possibly resulting in erroneous output). Although it may be of limited applicability, CT does provide an alternative to the recovery block scheme.</td>
<td>[22–24]</td>
</tr>
<tr>
<td>Community error recovery (CER)</td>
<td>CER is an error recovery algorithm for multivariant software. It consists of two levels: (1) the crosscheck point level, responsible for local error recovery, and (2) the recovery point level, responsible for global error recovery. CER uses consensus data values to help recover failed variants, and thus assumes that at any given time, there is a majority of variants that can supply correct information to recover a failed variant.</td>
<td>[25, 26]</td>
</tr>
<tr>
<td>Concurrent error-detection (CED)</td>
<td>CED is a broad category of techniques that detect errors during program execution using a watchdog. The watchdog can be a separate, concurrent process that monitors the main process and collects relevant data. An error is detected when the watchdog determines that a discrepancy between the anticipated behavior and actual execution behavior has occurred. Assertions are a typical means of error detection in CED.</td>
<td>[27]</td>
</tr>
</tbody>
</table>
Table 6.3 (continued)

<table>
<thead>
<tr>
<th>Technique Name</th>
<th>Description</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correspondent computing-based software fault tolerance</td>
<td>Correspondent computing generates results that are correspondent to the results of an operation. For error detection, a comparative test is formulated using the precise relationship between the operation and its correspondent operations. The correspondent operations provide the redundancy required for forward error recovery, so that correspondent computing may be formulated as a software fault tolerance technique.</td>
<td>[28–30]</td>
</tr>
<tr>
<td>Hierarchical N-version programming (HNVP)</td>
<td>The HNVP method views a problem as a set of objects that can be hierarchically organized into several levels. NVP is then applied to the objects at different levels. An example of the levels that could be considered include: level 1—the whole program, level 2—module (e.g., an Ada package), level 3—procedure (e.g., an Ada procedure), and level 4—data structure. The HNVP technique is motivated by the fact that the reliability of the whole system depends on the reliability of the subsystems at each level [31].</td>
<td>[31]</td>
</tr>
<tr>
<td>t/(n − 1)-Variant programming</td>
<td>The t/(n − 1)-Variant programming software fault tolerance technique, t/(n − 1)-VP, is based on t/(n − 1)-diagnosability, a system-level diagnosis technique used in hardware. By applying the diagnosis algorithm to some of the results of n concurrently executed variants, it selects a presumably correct result as the output. The adjudication function used in this technique is based on result comparison. The technique can always identify one correct result from the subset of results of n variants if the number of faulty variants is less than or equal to t, that is, the technique can tolerate t software faults. A study comparison of the t/(n-1)-VP and NVP techniques showed that both techniques can tolerate some related faults between software variants and that, in general, t/(n − 1)-VP has higher reliability, whereas NVP is better from a safety viewpoint [33].</td>
<td>[32, 33]</td>
</tr>
</tbody>
</table>

6.5 Other Techniques

Regardless of the size, comprehensiveness, and timeliness of a book of this nature, one is bound to have insufficient space and/or time to include significant discussion on all existing software fault tolerance techniques. In
addition, new techniques are being developed as this book is being written. This section attempts to give brief information and references for some of the techniques in the former category. Table 6.3 provides the name of the technique, a short description, and reference(s) from which the reader may obtain additional information.

6.6 Summary

This chapter presented other software fault tolerance techniques—those not easily categorized as design or data diverse and those different enough from both to warrant belonging to this separate classification. Some of the techniques presented are the result of modifications to existing techniques to improve performance, for example, NVP-TB-AT. Other techniques take a new approach to software fault tolerance—resourceful system’s use of a goal-oriented approach, the data-driven dependability assurance scheme’s use of data dependability indicators, and SCOP’s use of flexible redundancy.

In Chapters 4, 5, and 6, we presented quite a few techniques. All of these techniques must, at some point in their operation, decide whether or not the result at hand will be forwarded as the presumable correct result or be rejected. The decisions are handled by DMs or adjudicators, described in the next, and last, chapter.
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Other Software Fault Tolerance Techniques


Adjudicators determine if a “correct” result is produced by a technique, program, or method. Some type of adjudicator, or decision mechanism (DM), is used with every software fault tolerance technique. In discussing the operation of most of the techniques in Chapters 4, 5, and 6, when the variants, copies, try blocks, or alternates—the application-specific parts of the technique—finished executing, their results were eventually sent to an adjudicator. The adjudicator would run its decision-making algorithm on the results and determine which one (if any) to output as the presumably correct result. Just as we can imagine different specific criteria for determining the “best” item depending on what that item is, so we can use different criteria for selecting the “correct” or “best” result to output. So, in many cases, more than one type of adjudicator can be used with a software fault tolerance technique. For instance, the N-version programming (NVP) technique (Section 4.2) can use the exact majority voter, the mean or median adjudicators, the consensus voter, comparison tolerances, or a dynamic voter. The recovery block (Rcb) technique (Section 4.1) could use any of the various acceptance test (AT) types described in Section 7.2. For these reasons, we can discuss the adjudicators separately—in many cases, they can be treated as “plug-and-play” components.

Adjudicators generally come in two flavors—voters and ATs (see Figure 7.1). Both voters and ATs are used with a variety of software fault tolerance techniques, including design and data diverse techniques and other techniques. Voters compare the results of two or more variants of a program to determine the correct result, if any. There are many voting algorithms
available and the most used of those are described in Section 7.1. ATs verify that the system behavior is “acceptable.” There are several ways to check the acceptability, and those are covered in Section 7.2. As shown in Figure 7.1, there is another category of adjudicator—the hybrid. A hybrid adjudicator generally incorporates a combination of AT and voter characteristics. We discussed voters of this type with their associated technique (e.g., the N self-checking programming (NSCP) technique, in Section 4.4) since they are so closely associated with the technique and are not generally used in other techniques.

### 7.1 Voters

Voters compare the results from two or more variants. If there are two results to examine, the DM is called a “comparator.” The voter decides the correct result, if one exists. There are many variations of voting algorithms, of which the exact majority voter is one of the more simple. Voters tend to be single points of failure for most software fault tolerance techniques, so they should be designed and developed to be highly reliable, effective, and efficient.
These qualities can be achieved in several ways. First, keep it simple. A highly complex voter adds to the possibility of its failure. A DM can be a reusable component, at least partially independent of the technique and application with which it is used. Thus, a second option is to reuse a validated DM component. Be certain to include the voter component in the test plans for the system. A third option is to perform the decision making itself in a fault-tolerant manner (e.g., vote at each node on which a variant resides). This can add significantly to the communications resources used and thus have a serious negative impact on the throughput of the system [1].

In general, all voters operate in a similar manner (see Figure 7.2). Once the voter is invoked, it initializes some variables or attributes. An indicator of the status of the voter is one that is generally set. Others will depend on the specific voter operation. The voter receives the variant results as input (or retrieves them) and applies an adjudication algorithm to determine the correct or adjudicated result. If the voter fails to determine a correct result, the status indicator will be set to indicate that fact. Otherwise, the status indicator will signal success. The correct result and the status indicator are then returned to the method that invoked the voter (or are retrieved by this or other methods). For each voter examined in this section, a diagram of its specific functionality is provided.

There are some issues that affect all voters, so they are discussed here: comparison granularity and frequency, and vote comparison issues. In implementing a technique that uses a voter, one must decide on the granularity and frequency of comparisons. In terms of voters, the term granularity refers

![General voter functionality](image-url)
to the size of subsets of the outputs that are adjudicated and the frequency of adjudication. If the comparisons (votes) are performed infrequently or at the level of complex data types, then the granularity is termed “coarse.” Granularity is “fine” if the adjudication is performed frequently or at a basic data type level. The use of coarse granularity can reduce overheads and increase the scope for diversity and variation among variants. But, the different versions will have more time to diverge between comparisons, which can make voting difficult to perform effectively. Fine granularity imposes high overheads and may decrease the scope for diversity and the range of possible algorithms that can be used in the variants. In practice, the granularity is primarily guided by the application such that an appropriate level of granularity for the voter must be designed. Saglietti [2] examines this issue and provides guidelines that help to define optimal adjudicators for different classes of application.

There are several issues that can make vote comparison itself difficult: floating-point arithmetic (FPA), result sensitivity, and multiple correct results (MCR). FPA is not exact and can differ from one machine or language to another. Voting on floating-point variant results may require tolerance or inexact voting. Also, outputs may be extremely sensitive to small variations in critical regions, such as threshold values. When close to such thresholds, the versions may provide results that vary wildly depending on which side of the threshold the version considers the system. Finally, some problems have MCR or solutions (e.g., square roots), which may confuse the adjudication algorithm.

The following sections describe several of the most used voters. For each voter, we describe how it works, provide an example, and discuss limitations or issues concerning the voter. Before discussing the individual voters, we introduce some notation to be used in the upcoming voter descriptions.

\( r^* \)

Adjudged output or result.

\( \text{syr} \)

The input to the adjudicator function consisting of at least the variant outputs. A syndrome may contain a reduced set of information extracted from the variant outputs. This will become more clear as we use syndromes to develop adjudicator tables.

\( \lceil a \rceil \)

Ceiling function. \( \lceil a \rceil = x \), where \( x \) is any value greater than \( a \), \( x \geq a \).
**Adjudication table** A table used in the design and evaluation of adjudicators, where each row is a possible state of the fault-tolerant component. The rows, at minimum, contain an indication of the variant results and the result to be obtained by the adjudicator.

7.1.1 **Exact Majority Voter**

The exact majority voter [3, 4] selects the value of the majority of the variants as its adjudicated result. This voter is also called the $m$-out-of-$n$ voter. The agreement number, $m$, is the number of versions required to match for system success [5–7]. The total number of variants, $n$, is rarely more than 3. $m$ is equal to floor$( (n + 1)/2 )$, where floor is the ceiling function. For example, if $n = 3$, then $m$ is anything 2 or greater. In practice, the majority voter is generally seen as a 2-out-of-3 (or 2/3) voter.

7.1.1.1 **Operation**

The exact majority voter selects as the “correct” output, $r^*$, the variant output occurring most frequently, if such a value exists. $r^*$ is a correct value only if it is produced by a majority of correct variants. Table 7.1 provides a list of syndromes and shows the results of using the exact majority voter, given several sets of example inputs to the voter. The examples are provided for $n = 3$. $r_i$ is the result of the $i$th variant. Table entries A, B, and C are numeric values, although they could be character strings or other results of execution of the variants. The symbol $\emptyset$ indicates that no result was produced by the corresponding variant. The symbol $\varepsilon$ is a very small value relative to the value of A, B, or C. An exception is raised if a correct result cannot be determined by the adjudication function.

The exact majority voter functionality is illustrated in Figure 7.3. The variable Status indicates the state of the voter, for example, as follows:

- **Status = NIL** The voter has not completed examining the variant results. Status is initialized to this value. If the Status returned from the voter is NIL, then an error occurred during adjudication. Ignore the returned $r^*$.
- **Status = NO MAJORITY** The voter did complete processing, but was not able to find a majority given the input variant results. Ignore the returned $r^*$. 
Table 7.1
Exact Majority Voter Syndromes, n = 3

<table>
<thead>
<tr>
<th>Variant Results ( {r_1, r_2, r_3} )</th>
<th>Voter Result, ( r^* )</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A, A, A)</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>(A, A, B)</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>(A, B, A)</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>(B, A, A)</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>(A, A, ( \emptyset ))</td>
<td>Exception</td>
<td>With a dynamic voter (Section 7.1.6), ( r^* = A ). Also see discussion in Section 7.1.1.3.</td>
</tr>
<tr>
<td>Any combination including ( \emptyset ), except one with 2 or 3 ( \emptyset ).</td>
<td>Exception</td>
<td>See dynamic voter (Section 7.1.6) and discussion in Section 7.1.1.3.</td>
</tr>
<tr>
<td>(A, B, C)</td>
<td>Exception</td>
<td>Multiple correct or incorrect results. See discussion in Section 7.1.1.3.</td>
</tr>
<tr>
<td>(A, A + ( \epsilon_1 ), A - ( \epsilon_2 ))</td>
<td>Exception</td>
<td>With a tolerance voter (Section 7.1.5), ( r^* = A ) if tolerance ( \geq \epsilon_1 ) or ( \epsilon_2 ). Also see discussion in Section 7.1.1.3.</td>
</tr>
<tr>
<td>Other combinations with small variances between variant results.</td>
<td>Exception</td>
<td>See tolerance voter (Section 7.1.5) and discussion in Section 7.1.1.3.</td>
</tr>
</tbody>
</table>

**Status = SUCCESS** The voter did complete processing and found a majority result, \( r^* \), the assumed correct, adjudicated result.

The following pseudocode illustrates the exact majority voter. Recall that \( r^* \) is the adjudicated or correct result. Values for **Status** are used as defined above.

```
ExactMajorityVoter (input_vector, r*)
// This Decision Mechanism determines the correct or adjudicated result (r*), given the input vector of variant results (input_vector), via the Exact Majority Voter adjudication function.

Set Status = NIL, r* = NIL
Receive Variant Results (input_vector)

Was a Result Received from each Variant?
No: Set Status = NO MAJORITY (Exception), Go To Out
Yes: Continue
```
Determine the Result (RMost), that Occurs Most Frequently.
Is there an RMost?
No: Set Status = NO MAJORITY (Exception), Go To Out
Yes: Does the Number of Times RMost Occurs Comprise a Majority? ($M = \lceil (n+1)/2 \rceil$?)
Yes: Set $r^* = \text{RMost}$
   Set Status = SUCCESS
No: Set Status = NO MAJORITY (Exception)

Out Return $r^*$, Status
// ExactMajorityVoter

Figure 7.3  Exact majority voter operation.
7.1.1.2 Example

An example of the exact majority voter operation is shown in Figure 7.4. Suppose we have a 2-out-of-3 voter \((m = 2, n = 3)\). If the results of the variants are:

\[
\begin{align*}
    r_1 &= 12; \\
    r_2 &= 11; \\
    r_3 &= 12;
\end{align*}
\]

then the input vector to the voter is \((12, 11, 12)\). We see that the value 12 occurs most frequently, namely twice. The agreement number, \(m\), is

\[
m = \left\lfloor \frac{n + 1}{2} \right\rfloor = \left\lfloor \frac{3 + 1}{2} \right\rfloor = \left\lfloor 1.5 \right\rfloor = 1.5
\]

\[
m \in \{ i \in \mathbb{R} : i \geq 2 \}.
\]

Since the variant value 12 occurs most frequently, and it occurs twice, it meets the agreement number requirement of being 2 or greater. Hence, the exact majority voter’s adjudicated result will be 12.

7.1.1.3 Discussion

The exact majority voter is most appropriately used to examine integer or binary results, but can be used on any type of input. However, if it is used on other data types, the designer must be wary of several factors that can drastically reduce the effectiveness of the voter. First, recall the problems
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**Figure 7.4** Example of exact majority voter.
Adjudicating the Results

(discussed in Chapter 3) of coincidental, correlated, and similar errors. These types of errors can defeat the exact majority voter and in general cause problems for most voters. Other issues related to the exact majority voter are discussed below.

The majority voter assumes one correct output for each function. Note that agreement or matching values is not the same as correctness. For example, the voter can receive identical, but wrong results, and be defeated.

The use of FPA and design diversity can yield versions outputting multiple correct, but different, results. When MCR occurs, the exact majority voting scheme results in an exception being raised; that is, the voting scheme will be defeated, finding no correct or adjudicated result. With FPA and MCR (discussed in Chapter 3), correct result values may be approximately (within a tolerance) the same, but not equal. (MCR can also result in vastly different correct result values.) Therefore, the exact majority voter will not recognize these results as correct. If these are the types of correct results expected for an application, it is more appropriate to use comparison tolerances in the voter (see Section 7.1.5).

There may be cases in which the correct result must be guessed by the voter. This occurs when less than a majority of variants is correct and is not handled by the exact majority voter. The consensus voter handles this situation.

The exact majority voter is also defeated when any variant fails to provide a result, since this voter expects a result from each variant. The dynamic voters (Section 7.1.6) were developed to handle this situation.

For data diverse techniques, if the data re-expression algorithm (DRA) is exact (that is, all copies should generate identical outputs), then the exact majority voter can be used with confidence. If, however, the DRA is approximate, the $n$ copies will produce similar (not exact) acceptable results and an enhanced DM, such as the formal majority voter (Section 7.1.5) is needed.

In studies on the effectiveness of voting algorithms (e.g., [8]), it was shown that the majority voter has a high probability of selecting the correct result value when the probability of variant failure is less than 50% and the number of processes, $n$, is “large.” (Blough and Sullivan [8] used $n = 7$ and $n = 15$ in the study.) However, when the probability of variant failure exceeds 50%, then the majority voter performs poorly. In another study, the majority voter was found to work well if, as sufficient conditions, no more than $n - m$ variants produce erroneous results and all correct results are identical [9]. Other investigations of the simple, exact majority voter as used in NVP are presented in [5, 9–27].
7.1.2 Median Voter

The median voter selects the median of the values input to the voter (i.e., the variant results, R) as its adjudicated result. A median voter can be defined for variant outputs consisting of a single value in an ordered space (e.g., real numbers). It uses a fast voting algorithm (the median of a list of values) and can be used on integer, float, double, or other numeric values. If it can be assumed that, for each input value, no incorrect result lies between two correct results, and that a majority of the replica outputs are correct, then this function produces a correct output.

7.1.2.1 Operation

The median voter selects as the “correct” output, r*, the median value among the list of variant results, R, it receives. Let n be the number of variants. The median is defined as the value whose position is central in the set R (if n is odd), otherwise the value in position n/2 or (n/2 + 1) (if n is even). For example, if there are three items in the sorted list of results, the second item will be selected as r*. If there are four items in the list, the third item \( n/2 + 1 = 4/2 + 1 = 3 \) will be selected as r*.

Table 7.2 provides a list of syndromes and shows the results of using the median voter, given several sets of example inputs to the voter. The examples are provided for \( n = 3 \). r is the result of the \( i \)th variant. Table entries A, B, and C are numeric values, where \( A < B < C \). (They could be character strings or other results of execution of the variants if using the generalized median voter [28].) The symbol ∅ indicates that no result was produced by the corresponding variant. The symbol \( ε \), is a very small value relative to the value of A, B, or C. An exception is raised if a correct result cannot be determined by the adjudication function.

Note that a “Sorted Results” column has been included in the table. This column contains the result list sorted in ascending order, or a “0” if an error would occur in the basic median voter while sorting the results. The basic median voter expects a correct result from each variant. Note also that ascending or descending order can be used with no application-independent preference for either approach.

The median voter functionality is illustrated in Figure 7.5. The variable Status indicates the state of the voter, for example, as follows:

\[ \text{Status} = \text{NIL} \quad \text{The voter has not completed examining the variant results. Status is initialized to this value. If the Status returned from the voter is NIL, then an error occurred during adjudication. Ignore the returned r*.} \]
Table 7.2
Median Voter Syndromes, $n = 3$

<table>
<thead>
<tr>
<th>Variant Results $(r_1, r_2, r_3)$</th>
<th>Sorted Results</th>
<th>Voter Result, $r^*$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(A, A, B)$</td>
<td>$[A, A, B]$</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>$(A, B, A)$</td>
<td>$[A, A, B]$</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>$(B, A, A)$</td>
<td>$[A, A, B]$</td>
<td>A</td>
<td>—</td>
</tr>
<tr>
<td>$(A, B, B)$</td>
<td>$[A, B, B]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(B, A, B)$</td>
<td>$[A, B, B]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(B, B, A)$</td>
<td>$[A, B, B]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(A, B, C)$</td>
<td>$[A, B, C]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(A, C, B)$</td>
<td>$[A, B, C]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(B, A, C)$</td>
<td>$[A, B, C]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(C, A, B)$</td>
<td>$[A, B, C]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(B, C, A)$</td>
<td>$[A, B, C]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(C, B, A)$</td>
<td>$[A, B, C]$</td>
<td>B</td>
<td>—</td>
</tr>
<tr>
<td>$(A, A, ∅)$</td>
<td>0</td>
<td>Exception</td>
<td>With a dynamic voter (Section 7.1.B), $r^* = A$. Also see discussion in Section 7.1.2.3.</td>
</tr>
<tr>
<td>Any combination including ∅: 0</td>
<td>Exception</td>
<td>See dynamic voter (Section 7.1.B) and discussion in Section 7.1.2.3.</td>
<td></td>
</tr>
<tr>
<td>$(A, A + ε_1, A - ε_2)$</td>
<td>$[A - ε_2, A, A + ε_1]$</td>
<td>A</td>
<td>—</td>
</tr>
</tbody>
</table>

$\text{Status} = \text{NO MEDIAN}$ The voter was not able to find a median given the input variant results. Ignore the returned $r^*$.

$\text{Status} = \text{SUCCESS}$ The voter completed processing and found a median result, $r^*$. Thus, $r^*$ is the assumed correct, adjudicated result.

The following pseudocode illustrates the operation of the median voter. Recall that $r^*$ is the adjudicated or correct result. Values for Status are used as defined above.
MedianVoter (input_vector, r*)
// This Decision Mechanism determines the correct or
// adjudicated result (r*), given the input vector
// (input_vector) of variant results, via the Median
// Voter adjudication function.

Set Status = NIL, r* = NIL
Receive Variant Results (input_vector)

Was a Result Received from each Variant?
No: Set Status = NO MEDIAN (Exception), Go To Out
Yes: Continue

Sort Replica Outputs in Ascending or Descending Order

Figure 7.5 Median voter operation.
Select the Median of the Sorted Replica Outputs

Was a Median Selected?

No: Set Status = NO MEDIAN (Exception), Go To Out

Yes: Set \( r^* = \text{Median}(\text{input\_vector}) \)

Set Status = SUCCESS

\textbf{Out} Return \( r^* \), Status

// MedianVoter

7.1.2.2 Example

An example of the median voter operation is shown in Figure 7.6. Suppose we have a fault-tolerant component with three variants, \( n = 3 \). If the results of the variants are:

\[
\begin{align*}
    r_1 &= 17.5; \\
    r_2 &= 16.0; \\
    r_3 &= 18.1;
\end{align*}
\]

then the input vector to the voter is \((17.5, 16.0, 18.1)\). The sorted list of results is \((16.0, 17.5, 18.1)\). We see that the value 17.5 is the median value. Hence, the median voter’s adjudicated result will be 17.5.

7.1.2.3 Discussion

The median voter is a fast voting algorithm and is likely to select a result in the correct range. The median voting scheme is less biased (given a small output sample) than the averaging (or mean value) voting scheme. Another

\[
\begin{array}{c}
17.5 \\
16.0 \\
18.1 \\
\end{array}
\]

\((17.5, 16.0, 18.1)\) Input vector

Median of inputs = 17.5

Output median value (17.5) and status

17.5, SUCCESS

\textbf{Figure 7.6} Example of median voter.
advantage of this voting scheme is that it is not defeated by MCR. The median voting scheme has been applied successfully in aerospace applications [29]. For data diverse software fault tolerance techniques, this type of DM can be useful when the DRA is approximate (causing the copies to produce similar, but not exact, acceptable results).

The median voter is defeated when any variant fails to provide a result, since this voter expects a result from each variant. The dynamic voters (Section 7.1.6) were developed to handle this situation.

In a study [8] on the effectiveness of voting algorithms, Blough states that the median voter is expected to perform better than the mean voting strategy and shows the overall superiority of the median strategy over the majority voting scheme. This study further shows that the median voter has a high probability of selecting the correct result value when the probability of variant failure is less than 50%. However, when the probability of variant failure exceeds 50%, then the median voter performs poorly.

### 7.1.3 Mean Voter

The mean voter [30] selects the mean or weighted average of the values input to the voter (i.e., the variant results, \( R \)) as the correct result. A mean voter can be defined for variant outputs consisting of a single value in an ordered space (e.g., real numbers). It uses a fast voting algorithm and can be used on integer, float, double, or other numeric values.

If using the weighted average variation on the mean voter, there are various ways to assign weights to the variant outputs using additional information related to the trustworthiness of the variants [31, 32]. This information is known \textit{a priori} (and perhaps continually updated) or defined directly at invocation time (e.g., by assigning results’ weights inversely proportional to the variant output’s distance from all other results).

#### 7.1.3.1 Operation

Using the mean adjudication function (or mean voter), \( r^* \) is selected as either the mean or as a weighted average of the variant outputs, \( R \). The mean voter computes the mean of the variant output values as the adjudicated result, \( r^* \). The weighted average voter applies weights to the variant outputs, then computes the mean of the weighted outputs as the adjudicated result, \( r^* \).

Table 7.3 provides a list of syndromes and shows the results of using the mean voter, given several sets of example inputs to the voter. The examples are provided for \( n = 3 \). \( r_i \) is the result of the \( i \)th variant. Table entries A,
Table 7.3
Mean Voter Syndromes, n = 3

<table>
<thead>
<tr>
<th>Variant Results ( (r_1, r_2, r_3) )</th>
<th>Voter Result, ( r^* )</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>((A, A, A))</td>
<td>(A)</td>
<td>—</td>
</tr>
<tr>
<td>((A, A, B))</td>
<td>mean((A, A, B))</td>
<td>—</td>
</tr>
<tr>
<td>Any list of the results (A, A, \text{and } B).</td>
<td>mean((A, A, B))</td>
<td>—</td>
</tr>
<tr>
<td>((A, B, B))</td>
<td>mean((A, B, B))</td>
<td>—</td>
</tr>
<tr>
<td>Any list of the results (A, B, \text{and } B).</td>
<td>mean((A, B, B))</td>
<td>—</td>
</tr>
<tr>
<td>((A, B, C))</td>
<td>mean((A, B, C))</td>
<td>—</td>
</tr>
<tr>
<td>Any list of the results (A, B, \text{and } C).</td>
<td>mean((A, B, C))</td>
<td>—</td>
</tr>
<tr>
<td>((A, A, \emptyset))</td>
<td>Exception</td>
<td>With a dynamic voter (Section 7.1.6), ( r^* = A ). Also see discussion in Section 7.1.3.3.</td>
</tr>
<tr>
<td>Any combination including (\emptyset).</td>
<td>Exception</td>
<td>See dynamic voter (Section 7.1.6) and discussion in Section 7.1.3.3.</td>
</tr>
<tr>
<td>((A, A + \epsilon_1, A - \epsilon_2))</td>
<td>mean({A, A + \epsilon_1, A - \epsilon_2})</td>
<td>—</td>
</tr>
</tbody>
</table>

B, C are numeric values. The symbol \(\emptyset\) indicates that no result was produced by the corresponding variant. The symbol \(\epsilon\) is a very small value relative to the value of \(A\), \(B\), or \(C\). An exception is raised if a correct result cannot be determined by the adjudication function. The basic mean voter expects a correct result from each variant.

Table 7.4 lists syndromes and provides the results of using the weighted average voter, given several sets of example inputs to the voter. Note that a “Variant Weights” column has been added to the table. This column contains the weights assigned to the results associated with the various variants.

The functionality of the mean voter and of the weighted average voter is illustrated in Figure 7.7 and Figure 7.8, respectively. The variable \(\text{Status}\) indicates the state of the voter, for example, as follows:

\[\text{Status} = \text{NIL}\] The voter has not completed examining the variant results. \(\text{Status}\) is initialized to this value. If the \(\text{Status}\) returned from the voter is \(\text{NIL}\), then an error occurred during adjudication. Ignore the returned \(r^*\).
Table 7.4  
Weighted Average Voter Syndromes, n = 3

<table>
<thead>
<tr>
<th>Variant Results (r_1, r_2, r_3)</th>
<th>Variant Weights (w_1, w_2, w_3)</th>
<th>Voter Result, (r^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A, A, A)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Aw_1, Aw_2, Aw_3)</td>
</tr>
<tr>
<td>(A, A, B)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Aw_1, Aw_2, Bw_3)</td>
</tr>
<tr>
<td>(A, B, A)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Aw_1, Bw_2, Aw_3)</td>
</tr>
<tr>
<td>(B, A, A)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Bw_1, Aw_2, Aw_3)</td>
</tr>
<tr>
<td>(A, B, B)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Aw_1, Bw_2, Bw_3)</td>
</tr>
<tr>
<td>(B, A, B)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Bw_1, Bw_2, Bw_3)</td>
</tr>
<tr>
<td>(B, B, A)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Bw_1, Aw_2, Bw_3)</td>
</tr>
<tr>
<td>(A, B, C)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Aw_1, Bw_2, Cw_3)</td>
</tr>
<tr>
<td>(B, C, A)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Bw_1, Cw_2, Aw_3)</td>
</tr>
<tr>
<td>(C, B, A)</td>
<td>(w_1, w_2, w_3)</td>
<td>average(Cw_1, Bw_2, Aw_3)</td>
</tr>
<tr>
<td>(A, A, \emptyset)</td>
<td>(w_1, w_2, w_3)</td>
<td>Exception</td>
</tr>
</tbody>
</table>

With a dynamic voter (Section 7.1.6), \(r^* = \text{average}(Aw_1, Aw_2)\). Also see discussion in Section 7.1.3.3.

Any combination including \(\emptyset\). \(\{w_1, w_2, w_3\}\) Exception

See dynamic voter (Section 7.1.6) and discussion in Section 7.1.3.3.

\[
(A, A + \epsilon_1, A - \epsilon_2) \quad \{w_1, w_2, w_3\} \quad \text{average}\{Aw_1, (A + \epsilon_1)w_2, (A - \epsilon_2)w_3\}
\]

**Status = NO MEAN**  The voter was not able to find a mean (or weighted average) given the input variant results. Ignore the returned \(r^*\).

**Status = SUCCESS**  The voter completed processing and found a mean (or weighted average) result, \(r^*\). \(r^*\) is the assumed correct, adjudicated result.

The following pseudocode segments illustrate the mean and weighted average voters. Recall that \(r^*\) is the adjudicated or correct result. Values for **Status** are used as defined above.
Figure 7.7  Mean voter operation.

Figure 7.8  Weighted average voter operation.
MeanVoter (input_vector, r*)
// This Decision Mechanism determines the correct or
// adjudicated result (r*), given the input vector
// (input_vector) of variant results, via the Mean
// Voter adjudication function.

Set Status = NIL, r* = NIL
Receive Variant Results (input_vector)

Was a Result Received from each Variant?
No: Set Status = NO MEAN (Exception), Go To Out
Yes: Continue
Compute the Mean of the Variant Outputs
Set r* = Mean(input_vector)
Set Status = SUCCESS

Out Return r*, Status
// MeanVoter

WeightedAverageVoter (input_vector, weights, r*)
// This Decision Mechanism determines the correct or
// adjudicated result (r*), given the input vector
// (input_vector) of variant results and weights, via
the
// Weighted Average adjudication function.

Set Status = NIL, r* = NIL
Receive Variant Results (input_vector)
Retrieve weights

Was a Result Received from each Variant?
No: Set Status = NO MEAN (Exception), Go To Out
Yes: Continue
Compute the Weighted Average of the Variant Outputs
Set r* = Weighted_Average(input_vector, weights)
Set Status = SUCCESS

Out Return r*, Status
// WeightedAverageVoter
7.1.3.2 Example
An example of the mean voter operation is shown in Figure 7.9. Suppose we have a fault-tolerant component with three variants, \( n = 3 \). If the results of the variants are:

\[
\begin{align*}
 r_1 &= 17.5; \\
 r_2 &= 16.0; \\
 r_3 &= 18.1;
\end{align*}
\]

then the input vector to the voter is \((17.5, 16.0, 18.1)\). Using the equation

\[
\text{mean}(R) = \frac{\sum_{i=1}^{n} r_i}{n}
\]

we calculate the mean, 17.2. Hence, the mean voter’s adjudicated result will be 17.2.

Next, let’s look at an example for the weighted average voter (see Figure 7.10). Using the system defined in the example above of the mean voter, we define weights for the variants and execute a weighted average voter. The input vector is \((17.5, 16.0, 18.1)\). We define the variant weights for this example as their result’s probability of correctness. (Note: It would be most appropriate to check that the weights in this case are above some

Figure 7.9 Example of mean voter.
threshold so that values with unacceptably low probabilities of correctness do not unduly skew the voter’s final result. See Section 7.1.3.3.) Suppose the weights are:

\[ w_1 = 0.99 \quad \text{for variant 1;} \]
\[ w_2 = 1.00 \quad \text{for variant 2;} \]
\[ w_3 = 0.95 \quad \text{for variant 3.} \]

Using the equation

\[ \text{weighted average}(R) = \frac{\sum_{j=1}^{n} r_j w_j}{n} \]

we calculate the weighted average, 16.84. Hence, the weighted average voter’s adjudicated result will be 16.84.

7.1.3.3 Discussion

The mean and weighted average voters are defeated when any variant fails to provide a result, since these voters expect a result from each variant. Dynamic voters (Section 7.1.6) were developed to handle this situation. The mean adjudication algorithm seems well suited for situations where the probabilities of the values of the variant outputs decrease with increasing distances from the ideal result [9]. For data diverse software fault tolerance techniques,
this type of DM (mean and weighted average) can be useful when the DRA is approximate (causing the copies to produce similar, but not exact, acceptable results).

In a study [8] on the effectiveness of voting algorithms, Blough states that the mean voter is expected to perform worse than the median voting strategy. This study further shows that the mean voter has a high probability of selecting the correct result value when the probability of variant failure is less than 50%. However, when the probability of variant failure exceeds 50%, then the mean voter performs poorly.

In the example for the weighted average voter, we define the variant weights based on the variant results’ probabilities of correctness. When assigning such weights dynamically, it would be appropriate to ensure (by checking) that a variant’s probability of failure is above some threshold (say, 50%, given the study noted above). If a variant’s probability of failure is above the threshold, the adjudication algorithm could disregard that variant’s result so as not to unduly skew the voter’s final result toward a probably incorrect result.

### 7.1.4 Consensus Voter

The consensus voter [27, 33] is a generalization of the majority voter. A consensus is a set of matching variant results, not necessarily a majority. This voter allows the selection of a consensus of variant results as the adjudicated result if no majority exists. The consensus voter can be used to adjudicate the same types of variant outputs as the majority voter (or tolerance voter, if tolerances are used in the consensus voter).

#### 7.1.4.1 Operation

The adjudication algorithm for the consensus voter is as follows. Let \( n \) be the number of variants. If there is majority agreement, (e.g., 2 out of 3), with \( n > 1 \), then use the majority as the correct result. If there is no majority agreement, then, if there is a unique maximum agreement (but the number of variants agreeing is less than the majority), then use the unique maximum agreement as the correct result. If there is no majority or unique maximum agreement, then if there is a tie in the maximum agreement number, (e.g., 2 out of 5 results match and another group of 2 out of 5 results match), the result depends on the technique being used. If using NVP, randomly choose a group and use its answer as the correct result. If using the consensus recovery block (CRB) technique, all groups of matching results are sent through the AT, which is used to select the correct result.
Table 7.5 provides brief examples to illustrate the consensus voter (also see Section 7.1.4.2).

Table 7.6 lists syndromes and provides the results of using the consensus voter, given several sets of example inputs to the voter. The examples are provided for \( n = 5 \). \( r_i \) is the result of the \( i \)th variant. Table entries A, B, C, D, and E are numeric values. The symbol \( \emptyset \) indicates that no result was produced by the corresponding variant. The symbol \( \varepsilon \) is a very small value relative to the value of the variant result. An exception is raised if a correct result cannot be determined by the adjudication function. The basic consensus voter expects a correct result from each variant.

The consensus voter functionality is illustrated in Figure 7.11. The variable \( \text{Status} \) indicates the state of the voter, for example, as follows:

\[ \text{Status} = \text{NIL} \quad \text{The voter has not completed examining the variant results. Status is initialized to this value. If the Status returned from the voter is NIL, then an error occurred during adjudication. Ignore the returned } r^*. \]

\[ \text{Status} = \text{NO CONSENSUS} \quad \text{The voter was not able to find a consensus given the input variant results. Ignore the returned } r^*. \]

\[ \text{Status} = \text{SUCCESS} \quad \text{The voter completed processing and found a consensus result, } r^*, \text{ } r^* \text{ is the assumed correct, adjudicated result.} \]

### Table 7.5
Example of Consensus Voter Results

<table>
<thead>
<tr>
<th>Variant Results, ( R )</th>
<th>Consensus Voter Result, ( r^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5.0, 3.0, 5.0, 5.0, 5.0)</td>
<td>( r^* = 5.0 ) Majority of values match.</td>
</tr>
<tr>
<td>(3.0, 3.0, 2.0, 5.0, 4.0)</td>
<td>( r^* = 3.0 ) No majority. Unique maximum agreement of values.</td>
</tr>
<tr>
<td>(1.0, 3.0, 5.0, 3.0, 5.0)</td>
<td>( r^* = 3.0 \text{ or } 5.0 ) No majority. No unique maximum agreement. Tie in maximum agreement number. If using NVP, randomly choose either 3.0 or 5.0 as the correct result. If using CRB, use the AT to select between 3.0 and 5.0 as the correct result.</td>
</tr>
<tr>
<td>(1.0, 2.0, 3.0, 4.0, 5.0)</td>
<td>( r^* = \emptyset ) (exception) No majority. Maximum agreement number = 1 (i.e., no variant results match).</td>
</tr>
</tbody>
</table>
The following pseudocode illustrates the consensus voter. Recall that $r^*$ is the adjudicated or correct result. Values for $\text{status}$ are used as defined above.

### Table 7.6
Consensus Voter Syndromes, $n = 5$

<table>
<thead>
<tr>
<th>Variant Results $(r_1, r_2, r_3, r_4, r_5)$</th>
<th>Voter Result, $r^*$</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(A, A, A, A, A)$</td>
<td>A</td>
<td>Majority match</td>
</tr>
<tr>
<td>$(A, A, A, A, B)$</td>
<td>A</td>
<td>Majority match</td>
</tr>
<tr>
<td>$(A, A, A, B, B)$</td>
<td>A</td>
<td>Majority match</td>
</tr>
<tr>
<td>Any $R$ with a majority of values matching.</td>
<td>Majority$(R)$</td>
<td>Majority match</td>
</tr>
<tr>
<td>$(A, A, B, C, D)$</td>
<td>A</td>
<td>No majority, but a unique maximum agreement value.</td>
</tr>
<tr>
<td>Any $R$ with no majority of values matching, but with a unique maximum agreement number greater than 1.</td>
<td>Unique maximum agreement value$(R)$</td>
<td>No majority, but a unique maximum agreement value.</td>
</tr>
<tr>
<td>$(A, A, B, C, C)$</td>
<td>A or C</td>
<td>No majority. Tie in maximum agreement number (not unique). If using NVP, randomly choose A or C. If using CRB, use an AT to select between A and C.</td>
</tr>
<tr>
<td>Any $R$ with no majority of values matching, and a tie in the maximum agreement number (greater than 1).</td>
<td>Tie-broken maximum agreement value.</td>
<td>(see above)</td>
</tr>
<tr>
<td>$(A, B, C, D, E)$</td>
<td>Exception</td>
<td>No matches in $R$.</td>
</tr>
<tr>
<td>$(A, A, A, B, \emptyset)$</td>
<td>Exception</td>
<td>With a dynamic voter (Section 7.1.6), $r^* = A$. Also see discussion in Section 7.1.4.3.</td>
</tr>
<tr>
<td>Any combination including $\emptyset$ with a majority or other consensus of remaining values.</td>
<td>Exception</td>
<td>See dynamic voter (Section 7.1.6) and discussion in Section 7.1.4.3.</td>
</tr>
<tr>
<td>$(A, A + \varepsilon_1, B, C, A - \varepsilon_2)$</td>
<td>Exception</td>
<td>See tolerance voter (Section 7.1.5) and discussion in Section 7.1.4.3.</td>
</tr>
</tbody>
</table>
ConsensusVoter \( \text{input\_vector}, \ r^* \)  
// This Decision Mechanism determines the correct or  
// adjudicated result \( r^* \), given the input vector  
// \( \text{input\_vector} \) of variant results, via the  
// Consensus Voter adjudication function.
Set Status = NIL, r* = NIL
Receive Variant Results (input_vector)

Was a Result Received from each Variant?
No: Set Status = NO CONSENSUS (Exception), Go To Out
Yes: Continue

If Majority Agreement \( m \geq \lceil (n + 1) / 2 \rceil, n > 1 \),
then use Majority as Correct Result
Else, if a Unique Maximum Agreement, but Number of
Versions Agreeing, \( m < \lceil (n + 1) / 2 \rceil \),
then use Unique Maximum as the Correct Result
Else, if Tie in Maximum Agreement Number
(\( \geq 1 \) Group of Agreeing Outputs), then
If NVP, Randomly Choose a Group & use
its Answer as the Correct Result
If Consensus Recovery Block, send all Groups
through Acceptance Test to Select the
Correct Result

Was a correct result selected?
No: Set Status = NO CONSENSUS (Exception), Go To Out
Yes: Set r* = Consensus(input_vector)
      Set Status = SUCCESS

Out Return r*, Status
// ConsensusVoter

7.1.4.2 Example
An example of the consensus voter operation is shown in Figure 7.12.
Suppose we have a fault-tolerant component with five variants, \( n = 5 \). If the
results of the variants are

\[
\begin{align*}
    r_1 &= 17.5; \\
    r_2 &= 16.0; \\
    r_3 &= 18.1; \\
    r_4 &= 17.5; \\
    r_5 &= 16.0;
\end{align*}
\]

then the input vector to the voter is \((17.5, 16.0, 18.1, 17.5, 16.0)\). We see
there is no majority. But are there any matches? Yes, there are two groups
of matching values, 16.0 and 17.5. Each group has two matches. That is,
the agreement number for each group is 2. So, there is no unique maximum agreement, but there is a tie in the maximum agreement number.

Now, suppose we are using the CRB technique. This means the consensus voter attempts to resolve the tie using the CRB technique’s AT. Let the AT for this example be to accept values between 17.0 and 19.0. The matching values 16.0 and 17.5 are sent to the AT. Value 16.0 fails the AT, but value 17.5 passes the AT. Hence, the consensus voter’s adjudicated result will be 17.5.

7.1.4.3 Discussion

FPA and MCR (see Chapter 3) can yield different but approximately equal correct results. This can defeat any DM that attempts to find exact matches among variant results. If these are the types of correct results expected for an application, it is more appropriate to use comparison tolerances in the voter (see Section 7.1.5).

The consensus voter is also defeated when any variant fails to provide a result, since this voter expects a result from each variant. The dynamic consensus voter (Section 7.1.6) is an adaptation of the basic consensus voter that was developed to handle this situation.

The consensus voting scheme is particularly effective in small output spaces. For \( m > 2 \), majority voting is the upper bound on the probability of
failing the system using consensus voting and 2-out-of-\( n \) is the lower bound
[33]. For \( m = 2 \), consensus voting is the same as majority voting.

Consensus voting and CRB-based systems were found [27] to perform
better, and more uniformly, than corresponding traditional strategies such
as the RC-R technique, and NVP with majority voting. Consensus voting is
more stable than majority voting and always offers reliability at least equiva-
lent to majority voting. This adjudicator performs better than majority vot-
ing when average \( N \)-tuple reliability is low, or the average decision space in
which voters work is not binary [29]. In terms of implementation, the con-
sensus voting algorithm is more complex than the majority voting algorithm,

since the consensus voting algorithm requires multiple comparisons and ran-
dom number generation.

### 7.1.5 Comparison Tolerances and the Formal Majority Voter

If the output space of the replicated or diverse software is a metric space, then
the first likely addition to the information used by the adjudication function
(beyond the variant results themselves) is a parameter, \( \varepsilon \), indicating the maxi-
mum distance allowed between two correct output values for the same input
(based on the specification function). (Unfortunately, the \( \varepsilon \) used in conjunc-
tion with tolerance rating is not the same \( \varepsilon \) used in the prior sections in this
chapter.) In numerical algorithms, an alternative is the addition of the para-
meter \( d \), indicating the maximum distance from a specified ideal output
(then, \( \varepsilon \) would be equal to \( 2d \)). DMs using this type of information rely on
the (usually realistic) hypothesis that different correct implementations of the
same specification function can produce results that are different, but quite
close together [9].

The formal majority voter [28] uses this parameter (a comparison tol-
erance) to compare the differences between the variant results it evaluates.
(Hence, it is sometimes called the tolerance voter or inexact voting [34].) Comparison tolerances are useful when comparing real numbers (floating
points, doubles, etc.) and can be used to enhance many types of voters. To
explain the use of comparison tolerances, let \( \varepsilon \) be the comparison tolerance
value. The voter evaluates the variant results two at a time. For example, if \( x, \)
y, and \( z \) are the variant results, the voter examines the following:

\[
| x - y | = \delta_1 \\
| x - z | = \delta_2 \\
| y - z | = \delta_3
\]
Given the results of this evaluation, the voter checks the differences between the variant results against the specified tolerance.

\[
\begin{align*}
\delta_1 & \leq \varepsilon \\
\delta_2 & \leq \varepsilon \\
\delta_3 & \leq \varepsilon
\end{align*}
\]

If all the variant results agree within the tolerance (i.e., \(\delta_i \leq \varepsilon\), for all \(i\)), then there exists an \textit{agreement} event. If one or more disagrees, then there exists a \textit{conflict} event. When less than a majority of the variants fail, then there is a \textit{no\_failure} event. When a majority of the variants fail, then there is a \textit{failure} event.

The voting event types for comparison tolerances are defined as follows [33]:

- **ALL\_CORRECT** event: \textit{no\_failure} occurs with an \textit{agreement}.
- **FALSE\_ALARM** event: \textit{no\_failure} with \textit{conflict} (where the difference between two values is greater than the tolerance, for example, \(|x - x'| > \varepsilon\)). This indicates that the tolerance is too small for this set of results.
- **UN\_DETECTED\_FAILURE** event: \textit{failure} with \textit{agreement}; in which the difference between a result and the correct result is outside the tolerance, but is not detected. This can occur if the tolerance is too large. This is the most undesirable failure event.
- **DETECTED\_FAILURE** event: \textit{failure} with \textit{conflict} (\(|x - y| > \varepsilon, |x - \bar{x}| > \varepsilon\)).

### 7.1.5.1 Operation

Adjudication functions using information in addition to the variant outputs (such as the comparison tolerance) can be grouped into those that perform their operations in two steps and those that do not. The operation of such a two-step adjudication function consists of the following steps:

1. First define a feasibility set (FS) by disregarding the variant outputs judged to be erroneous by some criterion. A usual criterion is an AT or a requirement that all elements in the FS differ by less than \(\varepsilon\).
2. Then, choose \( r^* \) among the values in FS. Possible criteria for this choice include the majority, median, average, or a random selection.

The effectiveness of a two-step adjudication function depends on the choice of \( \varepsilon \). If \( \varepsilon \) is too large, the feasibility set may contain incorrect values, one of which may be adjudged \( r^* \) (particularly if \( r^* \) is selected randomly). If \( \varepsilon \) is too small, however, the feasibility set may be empty even when there exist correct variant outputs.

Let \( R \) be the set of variant results. The formal majority voter first selects a variant output, \( x \), and constructs the feasibility set, FS, as the subset of \( R \) containing \( x \) and all the other values in \( R \) less than \( \varepsilon \) from \( x \). If the values in FS constitute at least a majority of all the values in \( R \), then the value \( r^* \) is randomly selected from FS. Figure 7.13 illustrates the result options for using the formal majority voter. In the figure, \( n = 3 \) and variant result \( x \) is chosen as the base of the comparison. In Figure 7.13(a), both of the other variant results, A and B, are within \( \varepsilon \) of \( x \), so they and \( x \) are included in the feasibility set, FS. The FS = \{x, A, B\}, so the adjudicated result is a randomly selected value from the FS. \( r^* = x \) or A or B. Figure 7.13(b) illustrates a variant result, B, greater than the allowed distance, \( \varepsilon \), from \( x \). Variant result A is within tolerance of \( x \) and is included in the FS with \( x \). The FS = \{x, A\}. The adjudicated result is randomly selected from the FS, so \( r^* = x \) or A. Figure 7.13(c) is similar, but with variant result A being outside the tolerance on the low end. The FS is \{x, B\} and \( r^* \) is randomly selected from the FS. \( r^* = x \) or B. Figure 7.13(d) illustrates the case where no variant results are within tolerance. No result can be adjudicated as the correct result, so an exception is raised (or a flag is set to indicate that the exception should be handled in the function that called the adjudicator).

Table 7.7 provides brief examples to illustrate the formal majority voter (also see Section 7.1.5.2).

Table 7.8 provides a list of syndromes and the results of using the formal majority voter, given several sets of example inputs to the voter. The examples are provided for \( n = 3 \). In this table, we use the following notations:

\[
\begin{align*}
    r_i & \quad \text{The result of the } i\text{th variant;} \\
    C_i & \quad = 1 \text{ if } r_i \text{ is a correct result;} \\
    & \quad = 0 \text{ if } r_i \text{ is incorrect;} \\
    \text{FS}_i & \quad = 1 \text{ if } r_i \text{ is in the FS;} \\
    & \quad = 0 \text{ if } r_i \text{ is not in the FS;} 
\end{align*}
\]
Figure 7.13  Result options for the formal majority voter.

<table>
<thead>
<tr>
<th>Variant Results, ( R )</th>
<th>Let ( x = r_2 )</th>
<th>FS, with ( \epsilon = 0.1 )</th>
<th>Formal Majority Voter Result, ( r^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5.0, 5.0, 5.0)</td>
<td>( x = 5.0 )</td>
<td>(5.0, 5.0, 5.0)</td>
<td>( r^* = 5.0 ) All variant results in FS. Randomly select ( r^* ).</td>
</tr>
<tr>
<td>(4.95, 5.0, 6.0)</td>
<td>( x = 5.0 )</td>
<td>(4.95, 5.0)</td>
<td>( r^* = 4.95 ) Unequal variant results in FS. Randomly select ( r^* ).</td>
</tr>
<tr>
<td>(3.0, 5.0, 5.05)</td>
<td>( x = 5.0 )</td>
<td>(5.0, 5.05)</td>
<td>( r^* = 5.0 ) Unequal variant results in FS. Randomly select ( r^* ).</td>
</tr>
<tr>
<td>(1.0, 2.0, 3.0)</td>
<td>( x = 2.0 )</td>
<td>{}</td>
<td>( r^* = \emptyset ) (exception) Empty FS.</td>
</tr>
</tbody>
</table>

\( r^* \) The adjudged correct answer;
\( \emptyset \) Indicates that no result was produced by the corresponding variant. An exception is raised if an adjudged correct result can not be determined by the adjudication function. The basic formal majority voter expects a correct result from each variant.
### Table 7.8
Formal Majority Voter Syndromes, n = 3.

<table>
<thead>
<tr>
<th>Correct Result</th>
<th>In FS</th>
<th>Voter Result, ( r^* )</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>C2</td>
<td>C3</td>
<td>FS1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Similar pattern when \((C_1, C_2, C_3) = (1, 0, 1) \) or \((0, 1, 1)\). (2 correct results).

<table>
<thead>
<tr>
<th>Correct Result</th>
<th>In FS</th>
<th>Voter Result, ( r^* )</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>C2</td>
<td>C3</td>
<td>FS1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 7.8 (continued)

<table>
<thead>
<tr>
<th>Correct Result</th>
<th>In FS</th>
<th>Voter Result, r*</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1  C2  C3</td>
<td>FS1  FS2  FS3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Similar pattern when (C1, C2, C3) = (0, 1, 0) or (0, 0, 1), (1 correct result).</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0  0  0  1  1  1</td>
<td>any r1</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  1  1  0</td>
<td>r1 or r2</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  1  0  1</td>
<td>r1 or r3</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  0  1  1</td>
<td>r2 or r3</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  1  0  0</td>
<td>r1</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  0  1  0</td>
<td>r2</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  0  0  1</td>
<td>r3</td>
<td>Error, all r; incorrect. UN_DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>0  0  0  0  0  0</td>
<td>Exception</td>
<td>DETECTED_FAILURE</td>
<td></td>
</tr>
<tr>
<td>1  1  Ø  …  …  …</td>
<td>Exception</td>
<td>See dynamic voter (Section 7.1.6) and discussion in Section 7.1.5.3.</td>
<td></td>
</tr>
</tbody>
</table>

The formal majority voter functionality is illustrated in Figure 7.14. The variable Status indicates the state of the voter, for example, as follows:

- **Status = NIL** The voter has not completed examining the variant results. Status is initialized to this value. If the Status returned from the voter is NIL, then an error occurred during adjudication. Ignore the returned r*.

- **Status = NO CORRECT RESULT** The voter was not able to find a correct result given the input variant results and ε. Ignore the returned r*.

- **Status = SUCCESS** The voter completed processing and found an (assumed) correct result, r*.

The following pseudocode illustrates the formal majority voter. Recall that r* is the adjudicated or correct result. Values for Status are used as defined above.
FormalMajorityVoter (input_vector, e, r*)
// This Decision Mechanism determines the correct or adjudicated result (r*), given the input vector
// (input_vector) of variant results and the maximum allowed distance (e), via the Formal Majority adjudication algorithm.

Set Status = NIL, r* = NIL, FS = NIL
Receive Variant Results, input_vector, e

Was a Result Received from each Variant?
No: Set Status = NO CORRECT RESULT (Exception), Go To Out

Yes: Set Status = SUCCESS
Set r* = randomly selected member of FS
Set status = SUCCESS

Variant inputs

Formal majority voter

Set status = NIL
Receive variant results, R, and tolerance, e
Randomly select a variant output, x
Construct the feasibility set
FS = \{x, r, ∈ R | |x - r| ≤ e, i = 1, ..., n\}

Is the feasibility set empty?
No
Set r* = randomly selected member of FS
Set status = SUCCESS
Return r*, status

Figure 7.14 Formal majority voter operation.
Yes: Continue

Randomly Select a Variant Output, \( x \).
Construct the Feasibility Set \( (FS) \), where
\[
FS = \{ x, y \text{ in input\_vector} \mid |x - y| \leq z \}
\]
Is FS empty?
Yes: Set Status = NO CORRECT RESULT
(\text{Exception})
No: Set \( r^* = \) Randomly Selected Value in FS
Set Status = SUCCESS

Out Return \( r^*, \) Status
// FormalMajorityVoter

7.1.5.2 Example
An example of the formal majority voter operation is shown in Figure 7.15. Suppose we have a fault-tolerant component with three variants, \( n = 3 \). If the results of the variants are
\[
\begin{align*}
    r_1 &= 17.632; \\
    r_2 &= 17.674; \\
    r_3 &= 18.795;
\end{align*}
\]
then the input vector to the voter is \((17.632, 17.674, 18.795)\).

\[
\begin{align*}
    &17.632 \quad 17.674 \quad 18.795 \\
    &\text{Input vector} \\
    &\varepsilon = 0.05 \\
    &\text{Comparison: } |17.632 - 17.674| = 0.042 < \varepsilon \quad \checkmark \\
    &|17.632 - 18.795| = 1.121 > \varepsilon \quad \times \\
    &FS = (17.632, 17.674) \\
    &\text{Randomly select from } FS 17.632 \text{ as the result, } r^* \\
    &\text{Output } r^* (17.632) \text{ and status} \\
    &17.632, \text{ SUCCESS}
\end{align*}
\]

\textbf{Figure 7.15} Example of formal majority voter.
Suppose the variant result selected as the “focal point,” \( x \), is \( r_2 \). The other variant results are checked to see if they are within the tolerance, \( \epsilon = 0.05 \), of \( x \).

\[
\begin{align*}
|x - r_1| &= |17.674 - 17.632| = 0.042 < 0.05 & \checkmark \\
|x - r_3| &= |17.674 - 18.795| = 1.121 > 0.05 & \times
\end{align*}
\]

Since \( r_1 \) matches \( x \) (\( r_2 \)) within \( \epsilon \), the FS = \( \{ r_1, r_2 \} = \{ 17.632, 17.674 \} \). One of these values, say 17.632, is randomly selected from FS as the adjudicated result.

### 7.1.5.3 Discussion

The formal majority voter expects a result from each variant and when all variant results are not present, the voter can fail. A way to avoid this type of failure is to make the formal majority dynamic (see Section 7.1.6).

For data diverse software fault tolerance techniques, this type of DM is quite useful when the DRA is approximate (causing the copies to produce similar, but not exact, acceptable results).

The formal majority voter is sometimes called a tolerance voter because of the “tolerance” on the values of the results. The value of this tolerance is important. If it is too large, then it masks failure events. If it is too small, it will lead to too many conflict events (e.g., false alarms that can lead to increased testing costs [35] and degraded operation or critical system failure).

The formal majority voter uses a two-step adjudication function [36]. Other voters using a two-step adjudication function include: formalized plurality voter [28], modified interactive convergence algorithm (MCNV) [37], sliding majority decision algorithm (SLIDE) [37], filter strategy [38], the adjudication function used in the Dедин system [39], and the adjudication function used in the CRB [24].

### 7.1.6 Dynamic Majority and Consensus Voters

The dynamic majority and consensus voters [40–42] operate in a way similar to their nondynamic counterparts (i.e., the majority and consensus voters, respectively), with the exception that these dynamic voters can handle a varying number of inputs. The dynamic voters can process from zero to \( n \) inputs. The reasons a voter may receive less than \( n \) inputs include catastrophic failure of some or all of the variants, some or all variants not providing their results
in a timely manner, or some or all variant results failing an AT prior to being sent to the voter.

Suppose we have a dynamic voter with \( n = 5 \). If two of the variants fail to provide results to the voter, then the voter will vote upon the existing three variant results. If there are only two results, a comparison takes place. When comparing, if the results do not match, then the results fail. Otherwise, the matching value will be output as the correct result. If only one variant result makes it to the voter, and if that result has passed an AT prior to reaching the voter, then the dynamic voter assumes the single result is correct. If, however, no AT is involved, the dynamic voter designer must decide whether or not to pass the single result on as a correct result. This decision can be based on the criticality of the function implemented by the variant and the confidence in the reliability of the variant.

7.1.6.1 Operation

The dynamic majority voter selects as the “correct” output, \( r^* \), the variant output occurring most frequently, if such a value exists, from the available variant results. In contrast to the exact majority voter, the dynamic majority voter does not require all variants to provide a result in order to function. Recall \( m \), the agreement number from the exact majority voter discussion (the number of versions required to match for system success), and \( n \), the total number of variants. For the dynamic majority voter, \( m \) is equal to \( \lceil (k + 1)/2 \rceil \), where \( \lceil \cdot \rceil \) is the ceiling function and \( k \leq n \). \( k \) is the number of variant results that made it to the voter. If three or more variant results make it to the dynamic voter, then the voter operates as a majority voter in evaluating those results. If two results make it to the voter, then they must match to be considered correct. For our discussions and the examples in this section, if a single variant result makes it to the voter, we will assume it is correct and output it as the result of the dynamic majority voter. The dynamic consensus voter operates as the consensus voter (described in Section 7.1.4) with the variant results available to the voter at the time of each vote.

Table 7.9 provides brief examples to illustrate the dynamic majority voter (also see Section 7.1.6.2). \( r = \emptyset \) indicates that the \( i \)th variant’s result did not make it to the voter.

Table 7.10 presents a list of syndromes and provides the results of using the dynamic majority voter, given several sets of example inputs to the voter. The examples are provided for \( n = 3 \). \( r_i \) is the result of the \( i \)th variant. Table entries A, B, and C are numeric values, although they could be character strings or other results of execution of the variants. The symbol \( \emptyset \) indicates that no result was produced by the corresponding variant. The symbol
Table 7.9

Examples of Dynamic Majority Voter Results

<table>
<thead>
<tr>
<th>Variant Results, $R$</th>
<th>Dynamic Majority Voter Result, $r^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(5.0, 5.0, 5.0, 4.0, 5.0)</td>
<td>$r^* = 5.0$ All variant results to the voter (i.e., $k = n = 5$). Majority exists.</td>
</tr>
<tr>
<td>(4.95, 5.0, 6.0, 5.0, 6.0)</td>
<td>$r^* = \emptyset$ (exception) All variant results to the voter (i.e., $k = n = 5$). Majority does not exist.</td>
</tr>
<tr>
<td>(3.0, 5.0, 5.0, 5.0, \emptyset)</td>
<td>$r^* = 5.0$ $3 \leq k \leq n$. Majority exists.</td>
</tr>
<tr>
<td>(1.0, 2.0, 3.0, 4.0, \emptyset)</td>
<td>$r^* = \emptyset$ (exception) $3 \leq k \leq n$. Majority does not exist.</td>
</tr>
<tr>
<td>(5.0, \emptyset, 5.0, \emptyset, 4.5)</td>
<td>$r^* = 5.0$ $3 \leq k \leq n$. Majority exists.</td>
</tr>
<tr>
<td>(5.0, \emptyset, 4.1, \emptyset, 4.7)</td>
<td>$r^* = \emptyset$ (exception) $3 \leq k \leq n$. Majority does not exist.</td>
</tr>
<tr>
<td>(5.0, \emptyset, \emptyset, 5.0, \emptyset)</td>
<td>$r^* = 5.0$ $k = 2$. Compare results - match.</td>
</tr>
<tr>
<td>(5.0, \emptyset, \emptyset, 4.7, \emptyset)</td>
<td>$r^* = \emptyset$ (exception) $k = 2$. Compare results - no match.</td>
</tr>
<tr>
<td>(\emptyset, \emptyset, \emptyset, 4.7, \emptyset)</td>
<td>$r^* = 4.7$ $k = 1$. Assume result is correct.</td>
</tr>
<tr>
<td>(\emptyset, \emptyset, \emptyset, \emptyset, \emptyset)</td>
<td>$r^* = \emptyset$ (exception) $k = 0$. No variant results to adjudicate.</td>
</tr>
</tbody>
</table>

$\epsilon$, is a very small value relative to the value of A, B, or C. An exception is raised if a correct result cannot be determined by the adjudication function.

The dynamic majority voter functionality is illustrated in Figure 7.16. The variable Status indicates the state of the voter, for example, as follows:

- **Status = NIL** The voter has not completed examining the variant results. Status is initialized to this value. If the Status returned from the voter is NIL, then an error occurred during adjudication. Ignore the returned $r^*$.  

- **Status = NO CORRECT RESULT** The voter was not able to find a correct result given the available input variant results. Ignore the returned $r^*$.  

- **Status = SUCCESS** The voter completed processing and found an (assumed) correct result, $r^*$.

The following pseudocode illustrates the dynamic majority voter. Recall that $r^*$ is the adjudicated or correct result. Values for Status are used as defined above.

```pseudo
status = NIL
for each variant result r:
    if r is a correct result:
        status = SUCCESS
        r^* = r
    else:
        status = NO CORRECT RESULT
        continue

if status = NIL:
    return error
else if status = SUCCESS:
    return r^*
else:
    return status
```
DynamicMajorityVoter (input_vector, r*)
// This Decision Mechanism determines the correct or
// adjudicated result (r*), given the input vector of
// variant results (input_vector), via the Dynamic
// Majority Voter adjudication function.

Set Status = NIL, r* = NIL, k = 0
Receive Variant Results (input_vector)
Set k = Number of Variant Results Received

If k > 2
   Is there a Majority Match?
   No: Set Status = NO CORRECT RESULT
       (Exception), Go To Out

Table 7.10
Dynamic Majority Voter Syndromes, n = 3

<table>
<thead>
<tr>
<th>Variant Results(r₁, r₂, r₃)</th>
<th>Voter Result, r*</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A, A, A)</td>
<td>A</td>
<td>Majority vote.</td>
</tr>
<tr>
<td>(A, A, B)</td>
<td>A</td>
<td>Majority vote.</td>
</tr>
<tr>
<td>(A, B, A)</td>
<td>A</td>
<td>Majority vote.</td>
</tr>
<tr>
<td>(B, A, A)</td>
<td>A</td>
<td>Majority vote.</td>
</tr>
<tr>
<td>(A, ∅, A)</td>
<td>A</td>
<td>Comparison.</td>
</tr>
<tr>
<td>(∅, A, A)</td>
<td>A</td>
<td>Comparison.</td>
</tr>
<tr>
<td>(A, ∅, ∅)</td>
<td>Exception</td>
<td>Comparison.</td>
</tr>
<tr>
<td>(A, ∅, B)</td>
<td>Exception</td>
<td>Comparison.</td>
</tr>
<tr>
<td>(∅, A, B)</td>
<td>Exception</td>
<td>Comparison.</td>
</tr>
<tr>
<td>(∅, ∅, ∅)</td>
<td>A</td>
<td>Assumed correct.</td>
</tr>
<tr>
<td>(∅, A, ∅)</td>
<td>A</td>
<td>Assumed correct.</td>
</tr>
<tr>
<td>(∅, ∅, A)</td>
<td>A</td>
<td>Assumed correct.</td>
</tr>
<tr>
<td>(A, B, C)</td>
<td>Exception</td>
<td>Multiple correct or incorrect results. See discussion in Section 7.1.6.3.</td>
</tr>
<tr>
<td>(A, A + ε₁, A − ε₂)</td>
<td>Exception</td>
<td>With a tolerance voter (Section 7.1.5), r* = A if tolerance &gt; ε₁ or ε₂. Also see discussion in Section 7.1.6.3.</td>
</tr>
<tr>
<td>Other combinations with small variances between variant results.</td>
<td>Exception</td>
<td>See tolerance voter (Section 7.1.5) and discussion in Section 7.1.6.3.</td>
</tr>
</tbody>
</table>
Figure 7.16 Dynamic majority voter operation.
Yes: Set $r^* =$ Majority Value
Set Status = SUCCESS

If $k = 2$
   Do the 2 values Match?
      Yes: Set $r^* =$ Matching Results
      Set Status = SUCCESS
   No: Set Status = NO CORRECT RESULT (Exception)
Else If $k = 1$
   Yes: Set $r^* =$ the Only Result
   Set Status = SUCCESS
Else
   Set Status = NO CORRECT RESULT (Exception)
End If

Out Return $r^*$, Status
// DynamicMajorityVoter

7.1.6.2 Example

An example of the consensus voter operation is shown in Figure 7.17. Suppose we have a fault-tolerant component with five variants, $n = 5$. Let the results of the variants be

$r_1 = 17.6$;
$r_2 = \emptyset$;
$r_3 = 18.7$;
$r_4 = \emptyset$;
$r_5 = 17.6$;

then the input vector to the voter is $(17.6, \emptyset, 18.7, \emptyset, 17.6)$.

Figure 7.17 Example of dynamic majority voter.
The basic majority voter would fail, given this input set, because it expects a result from each variant. However, the dynamic majority voter is made to handle just this situation. As we see, only three of five variant results are sent to the voter. In this case, the dynamic majority voter takes the three available results and tries to find a majority match. In this example, there is a majority result, 17.6, and it is output as the adjudicated result, \( r^\# \).

7.1.6.3 Discussion
FPA and MCR (see Chapter 3) can yield different, but approximately equal correct results. This can defeat any DM that attempts to find exact matches among variant results. If these are the types of correct results expected for an application, it is appropriate to use comparison tolerances in the voter (see Section 7.1.5). Comparison tolerances can be used with the dynamic voter to make a more powerful and robust voter for floating-point algorithms.

7.1.7 Summary of Voters Discussed
The first part of this chapter presented the detailed operation of eight voters. Before continuing, we summarize some details of those voters in Table 7.11 (which was fashioned after a summary table found in [28]). The table states the resulting output of a fault-tolerant technique, given the type of variant results provided to the voter and the type of voter. The voter outputs are:

- Correct: The voter outputs a correct result;
- Possibly correct: The voter outputs a result that may be correct;
- Possibly incorrect: The voter outputs a result that may be incorrect;
- Incorrect: The voter outputs an incorrect result;
- No output: The voter does not output a result; an exception is raised.

The “Variant Results Type” column is not exhaustive, for example, it does not include the various cases of missing results that the dynamic voters handle.

To use this table, consider the primary concerns surrounding the software’s application and some details about the output space and variant results. If safety is the primary concern, then select the voter that most avoids outputting an incorrect result. That is, the voter would rather raise an exception and produce no selected output than present an incorrect output as correct. Of the voters examined in this chapter, the safest (based on this criterion) are the majority voters: exact majority voter, formal majority voter,
<table>
<thead>
<tr>
<th>Variant Results Type</th>
<th>Exact Majority Voter</th>
<th>Median Voter</th>
<th>Mean Voter</th>
<th>Weighted Average Voter</th>
<th>Consensus Voter</th>
<th>Formal Majority Voter</th>
<th>Dynamic Majority Voter</th>
<th>Dynamic Consensus Voter</th>
</tr>
</thead>
<tbody>
<tr>
<td>All outputs identical and correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Possibly correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Correct</td>
</tr>
<tr>
<td>Majority identical and correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Possibly correct</td>
<td>Possibly correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Correct</td>
<td>Correct</td>
</tr>
<tr>
<td>Plurality identical and correct</td>
<td>No output</td>
<td>Possibly correct</td>
<td>Possibly correct</td>
<td>Correct</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
<td>Correct</td>
</tr>
<tr>
<td>Distinct outputs, All correct</td>
<td>No output</td>
<td>Correct</td>
<td>Possibly correct</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
<td>Correct</td>
</tr>
<tr>
<td>Distinct outputs, All incorrect</td>
<td>No output</td>
<td>Incorrect</td>
<td>Possibly incorrect</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
<td>Incorrect</td>
</tr>
<tr>
<td>Plurality identical and wrong</td>
<td>No output</td>
<td>Possibly incorrect</td>
<td>Possibly incorrect</td>
<td>Incorrect</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
<td>No output</td>
</tr>
<tr>
<td>Majority identical and wrong</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Possibly incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
</tr>
<tr>
<td>All outputs identical and wrong</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
<td>Incorrect</td>
</tr>
</tbody>
</table>
To use this table, consider the primary concerns surrounding the software’s application and some details about the output space and variant results. If safety is the primary concern, then select the voter that most avoids outputting an incorrect result. That is, the voter would rather raise an exception and produce no selected output than present an incorrect output as correct. Of the voters examined in this chapter, the safest (based on this criterion) are the majority voters: exact majority voter, formal majority voter, and dynamic majority voter. These voters produce incorrect output “only” in cases where most or all of the variants produce identical and wrong results.

If an answer is better than no answer, that is, if the primary goal is to avoid cases in which the voter does not reach a decision, then select the voter that reaches a “No output” result least often. Of the voters discussed, the median, mean, and weighted average voters always reach a decision, unless they themselves fail. The performance of the weighted average voter, in particular, is difficult to generalize in this fashion without additional information about the output space [66]. Specifically, one needs information on the statistical distribution of the variant outputs. Then, one could examine the deviation of the voter’s results (as a function of the weights) from a correct solution.

7.1.8 Other Voters

The preceding sections have covered several of the most used voters. As seen throughout this discussion, there are many possible variations on the basic voting schemes. Many of the variations are made to provide desired handling of the expected faults in specific applications or to overcome inadequacies of the basic voting schemes. For these same reasons, new voters have been developed. Some of the other existing voters are: generalized median adjudicator [8, 28], two-step adjudication function [9, 36], formalized plurality (consensus) voter [28], MCNV [37], SLIDE [37], filter strategy [38], DEDIX decision function [43], counter strategy [38], stepwise negotiating voting [44], confidence voter [45], maximum likelihood voter (MLV) [46, 64], fuzzy MLV and fuzzy consensus voting [47], and the self-configuring optimal programming (SCOP) adjudicator [48]. Other voters and voter performance are discussed in [60–63, 65, and 67–69].
7.2 Acceptance Tests

Acceptance tests are the most basic approach to self-checking software. They are typically used with the RçB, CRB, distributed recovery block (DRB), RtB, and acceptance voting (AV) techniques. The AT is used to verify that the system’s behavior is acceptable based on an assertion on the anticipated system state. It returns the value TRUE or FALSE (see Figure 7.18). An AT needs to be simple, effective, and highly reliable to reduce the chance of introducing additional design faults, to keep run-time overhead reasonable, to ensure that anticipated faults are detected, and to ensure that nonfaulty behavior is not incorrectly “detected.” ATs can thus be difficult to develop, depending on the specification. The form of the AT depends on the application. The coverage of an AT is an indicator of its complexity, where an increase in coverage generally requires a more complicated implementation of the test [49]. A program’s execution time and fault manifestation probabilities also increase as the complexity increases.

There may be a different AT for each module or try block in the fault tolerant software. However, in practice, one is typically used.

A methodology is needed to determine the most appropriate AT test for a given situation. Criteria that could be used include run-time, cost, storage, and error detection requirements. Saglietti investigated the impact of the type of AT on the safety of an RçB system [2, 50]. Saglietti also provides a model of the trade-off between the extremes of an AT in the form of a simple
check and one in the form of a comprehensive test (e.g., where the AT is another complete module performing the same functionality as the primary algorithm). The characteristics of cursory and comprehensive ATs [50] are listed below. These characteristics can help in determining the comprehensiveness of the AT.

**Cursory Test Characteristics**

- Error detection capability in terms of coarseness:
  - Low degree of exhaustiveness;
  - Low test coverage.
- Error detection capability in terms of correctness:
  - Low design complexity;
  - Low design fault proneness.
- Cost:
  - Low development costs;
  - Short run time;
  - Low storage requirements.

**Comprehensive Test Characteristics**

- Error detection capability in terms of coarseness:
  - High degree of exhaustiveness;
  - High test coverage.
- Error detection capability in terms of correctness:
  - High design complexity;
  - High design fault proneness.
- Cost:
  - High development costs;
  - Long run time;
  - High storage requirements.

Program characteristics are another important driver in the determination of the most appropriate AT for a given situation. ATs can be designed so that they test for what a program should do or for what a program should not
do. Testing for a violation of safety conditions (what the program should not do) may be simpler and provide a higher degree of independence between the AT and the primary routine than testing for conformance to specified performance criterion (what the program should do). Several useful principles for deriving cost-effective ATs have been identified [51–53]. These will be included in the following subsections. Most ATs currently used can be classified as one of the following types: satisfaction of requirements, accounting tests, reasonableness tests, and computer run-time checks. These AT types are covered in the subsections that follow.

7.2.1 Satisfaction of Requirements

In many situations, the problem statement or the software specifications impose conditions that must be met at the completion of program execution. When these conditions are used to construct an AT, we have a “satisfaction of requirements” type AT. Several examples of this type of AT follow.

The simplest example of a satisfaction of requirements AT is the inversion of mathematical operations. This is a useful and effective test, if the mathematical operation has an inverse, particularly if determining the inverse is simpler and faster than the original operation. Suppose the routine computes the square root. A possible AT is to square the result of the square-root operation and test to see if it equals the original operand. That is, does \((\sqrt{x})^2 = |x|\)? Of course, some logical and algebraic operations do not have a unique inverse, for example: OR, AND, absolute value, and trigonometric operations.

Another simple illustration of a satisfaction of requirements AT is the sort operation AT, described by Randell [54]. When a sort operation is completed, the AT checks that the elements in the sorted set are in uniformly descending order and that the number of elements in the sorted set is equal to the number of elements in the original set. However, this test is not complete because it would not detect changes in an element during execution. To make the test exhaustive, we can add an additional test that ensures that every element in the sorted set was in the unsorted set. The problem with this additional check is that it requires too much overhead to be useful.

It is crucial that the AT and the program being tested are independent. This may be difficult to attain for satisfaction of requirements tests. An example often used to illustrate this point is the famous “eight queens” problem. The problem statement requires that eight queens be located on a chessboard such that no two queens threaten each other. An AT based on satisfaction of requirements might check that the horizontal, vertical, and
two diagonals associated with each queen do not contain the location of any other queen. However, if the primary routine involves this same check as part of its solution algorithm, then this AT is not independent and, therefore, not suitable.

Testing for satisfaction of requirements is usually most effective when carried out on small segments of code [51]. (Accounting tests and reasonableness tests can handle larger sections of code.) For certain systems, such as text-editing systems, compilers, and similar programs, testing using satisfaction of requirements is the most promising current AT approach [51].

7.2.2 Accounting Tests

As stated above, accounting tests can handle larger sections of code than satisfaction of requirements tests. Accounting ATs are suitable for transaction-oriented applications with simple mathematical operations. Examples of such systems include airline reservation systems, library records, retail inventory systems, and the control of hazardous materials. Manual accounting accuracy checks in use for hundreds of years have been an effective means of detecting errors due to incorrect transcriptions or information loss. These procedures were carried over to the computerized data processing field (financial computing) and are applicable to other high-volume transaction-type applications.

The simplest form of accounting check is the checksum. When a large number of records is transmitted or reordered, a tally is made of both the total number of records and the sum over all records of a particular data field. These results can be compared between the source and the destination to implement an accounting check AT.

Inventory systems provide another opportunity for effective use of accounting checks. When the software involves control of physically measurable inventories such as nuclear material, dangerous drugs, or precious metals, the reconciliation of authorized transactions with changes in the physical inventory can be used as an AT. Determination of the physical quantity can sometimes be automated so that the process is handled without operator intervention, further reducing the risk of realizing errors.

Accounting ATs are best applied to transaction-oriented applications using simple mathematical operations. They can test large segments of code. Although limited in their range of applicability, they are very effective for these data processing applications.
In the examples above, inconsistencies detected by the AT may be due to a software failure, deliberate alteration of input or internal data, or actual theft. The lack of distinction between the results of a breakdown in software reliability and security illustrates that software reliability and fault tolerance techniques can be used in computerized security applications, and vice versa [52].

7.2.3 Reasonableness Tests

Reasonableness tests are used as ATs to determine if the state of an object in the system is reasonable. The results of many computations are bounded by some constraints. These constraints (e.g., precomputed ranges, expected sequences of program states, or other expected relationships) can be used to detect software failures. The difference between satisfaction of requirements tests and reasonableness tests is that reasonableness tests are based on physical constraints, while satisfaction of requirements tests are based on logical or mathematical relationships.

Reasonableness tests are flexible and effective, and are specifically applicable to process control and switching systems. (They can also be used effectively with many other systems.) In these systems, physical constraints can be used to determine the expected ranges for reasonable results. Kim [55] found that in real-time applications, the design of an effective AT based on physical laws or apparent boundary conditions existing in application environments is much easier than producing an effective AT in many non-real-time data processing applications. Timing tests are also essential parts of the AT in real-time systems. Timing tests typically use absolute or interval timers to invoke the detection mechanism (AT or voter). They detect operations that failed to satisfy a specified time bound. The timing tests are very powerful and simple to implement, and are thus very popular for computer-embedded systems.

The continuity properties of controlled systems also provide criteria for reasonableness tests. The rate of change of some value in a control system must be continuous and hence the rate of change can be checked for compliance to a specified range. Note that a range is used because of two primary reasons. First, determining the exact correct value for a parameter would, in the types of systems being discussed, likely require an AT as complex as the routine being checked. Second, as discussed with regards to the tolerance voters (Section 7.1.5), FPA predominantly results in values that are inexact or approximately equal to an ideal correct result. The ranges used in bounds tests will include both the correct value and incorrect values. The bounds test
will indicate whether the variant result is within range of the expected correct result.

Assertions are derived from the system specification and can also be used as range bounds. An assertion is a logical expression on the value of a variable. It evaluates to TRUE if the value is consistent with the assertion, otherwise it returns FALSE. Another form of range test is a run-time system range check. Many languages include the ability to set limits for the sizes of variables or data structures when they are declared. The system then automatically generates run-time range checks based on the developer-declared variables. If, during execution, the value is outside these limits, then program execution is aborted and any required (error) signals are generated.

One example of a physical constraint involves the properties of water [56]. It is physically impossible to have water in liquid state under 1 atm pressure at a temperature higher than 100°C. The knowledge of such range bounds can be used as the basis for reasonableness tests on computed results.

Hecht [52] provides an example that illustrates the principle of the reasonableness test. In a flight control system, true airspeed is computed from the indicated airspeed (a sensed quantity). An AT based on a precomputed range arrived at from physical constraints is that the speed must be within the structural capabilities of the airframe (e.g., 140 to 1,100 km/h for a commercial subsonic aircraft). If the true airspeed is outside this range, then there is something wrong with the sensor, the computer, or the aircraft is out of control.

Continuing with Hecht’s example, this test can be further refined by using a reasonable range of changes to true airspeed. If changes between the current airspeed and the previous value indicate accelerations beyond the design limit of the aircraft, an abnormal condition exists. This test is considerably more powerful than the first test because much smaller deviations can be detected. For example, if the previous true airspeed is 1,000 km/h and the subsequent calculation, which may occur in the next tenth of a second, results in an airspeed of 1,020 km/h, the AT will detect an error because the implied acceleration is almost 6g [52].

Another example (also provided in [52]) of a reasonableness test is based on progression between subsequent system states. In an electronic telephone switching system, it is not reasonable to proceed from a connected state to a ringing state or line-busy state. However, a test based on this criterion is not exhaustive, since it would not detect the premature termination of a connection [52].
As stated, the range or bounds AT is a reasonableness test type of AT. It simply determines whether a result is within preset minimum and/or maximum limits. If the result is within the bounds, it is accepted. This test is very simple, thus minimizing the potential for adding design faults to the system implementing the AT. Figure 7.19 illustrates the operation of the range bounds AT.

The following pseudocode illustrates the range bounds AT that checks both the minimum and maximum value of the result. Modifications to implement the minimum or maximum checks alone are trivial.

BoundsAT (input, Min, Max, Status)
    // This Decision Mechanism determines if the input
    // result (input) is acceptable given lower (Min) and
    // upper (Max) bounds, via the Bounds Acceptance Test.
    Set Status = NIL
    Receive algorithm result (input)
    // Bounds may be pre-set within AT
    Retrieve bounds (Min < and < Max)

    If input is within bounds (i.e., Min < input < Max)
then Set Status = TRUE
else Set Status = FALSE (Exception)
end

Return Status
// BoundsAT

7.2.4 Computer Run-Time Tests

This computer run-time test class of AT is the most cursory class. These test only for anomalous states in the program without regard to the logical nature of the program specification. Run-time tests detect anomalous states such as divide-by-zero, overflow, underflow, undefined operation code, end of file, or write-protection violations. Computer run-time tests are not exhaustive; rather, they can serve as additional ATs. They can be used to supplement other types of AT for critical systems, and they can be used by themselves as the AT for noncritical program segments. Run-time tests require very little development time or other resources.

Run-time checks can incorporate support software or operating system data structure and procedure-oriented tests. Examples include array subscript and value checking [57], unauthorized entries to subroutines, and other run-time monitoring techniques (described in [57–59]).

7.3 Summary

We have presented the adjudicators or “result judges” as an entity separable from the software fault tolerance techniques. In fact, in many techniques the adjudicator can be a “plug-and-play” component. In this chapter, we described a taxonomy that basically divided adjudicators into voters, ATs, and “other” or hybrid categories.

Voters, described first, are typically used in forward recovery techniques. A summary of the eight voters described here in detail was provided in Section 7.1.7. This summary compared the voters’ performance under different variant result scenarios. The voter summary table and accompanying discussion provide a means of selecting among the voters based on the system goal and the output space characteristics.

ATs are the most basic approach to self-checking software and are typically used in backward recovery techniques. General AT functionality and characteristics of cursory and comprehensive ATs were described. The types of AT—satisfaction of requirements, accounting tests, reasonableness
tests, and computer run-time tests—were described and examples given of each. A means of determining the best type of AT to use in a given system would be a welcome addition to the software fault tolerance field. Experience with similar systems, subject-matter expertise, and the hints provided in this chapter are so far all there is available to this end. Some of this expertise is codified in SWFTDA [70].

The first three chapters of this book provided background, and design and programming guidelines and techniques for software fault tolerance. The next three chapters described design diverse, data diverse, and other software fault tolerance techniques. The techniques are built on the foundations presented in Chapters 1–3 and typically present a result or set of results to an adjudicator. This chapter presented the voters and DMs that decide whether the world outside the software fault tolerance technique receives a result it can use, whether it should try again, or whether a failure occurs that should be handled outside the software fault tolerance technique.
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AT    acceptance test
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AV    acceptance voting
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CCP   consistent comparison problem
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CER   community error recovery
CRB   consensus recovery block
CT    certification trail
CV    consensus voting
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DM  decision mechanism
DRA  data re-expression algorithm
DRB  distributed recovery block
d-tag  dependability tag
EAB  elementary asserted block
FPA  floating point arithmetic
FS  feasibility set
HECA  hardware error confinement area
HNVP  hierarchical $N$-version programming
IAW  identical and wrong
MCNV  modified interactive convergence algorithm
MCR  multiple correct results
MLV  maximum likelihood voter
MV  majority voting
MVS  multiversion software
NCP  $N$-copy programming
NSCP  $N$-self-checking programming
NVP  $N$-version programming
NVP3  3 variant $N$-version programming system
NVP-AT  $N$-version programming with an acceptance test
NVP-TB  \(N\)-version programming with a tie-breaker

NVP-TB-AT \(N\)-version programming with a tie-breaker and an acceptance test

NVS \(N\)-version software

NVX \(N\)-version executive

OO object-oriented

PSP pair of self-checking processors

PTC programmer transparent coordination

RcB recovery block

RcB3 recovery block with 3 alternates

RtB retry block

SAR safety analysis report

SCOP self-configuring optimal programming

SECA software error confinement area

SWFTDA Software Fault Tolerance Design Assistant

SLIDE sliding majority decision mechanism

\#/(n-1)-VP \#/(n-1)-variant programming

TB tie-breaker

TPA two-pass adjudicator(s)

V&V verification and validation

WDT watchdog timer
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