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PREFACE TO THE FIRST EDITION

This book has developed gradually from lectures delivered in a number of universities during the last ten years, and, like many books which have grown out of lectures, it has no very definite plan.

It is not in any sense (as an expert can see by reading the table of contents) a systematic treatise on the theory of numbers. It does not even contain a fully reasoned account of any one side of that many-sided theory, but is an introduction, or a series of introductions, to almost all of these sides in turn. We say something about each of a number of subjects which are not usually combined in a single volume, and about some which are not always regarded as forming part of the theory of numbers at all. Thus Chs. XII-XV belong to the 'algebraic' theory of numbers, Chs. XIX-XXI to the 'additive', and Ch. XXII to the 'analytic' theories; while Chs. III, XI, XXIII, and XXIV deal with matters usually classified under the headings of 'geometry of numbers' or 'Diophantine approximation'. There is plenty of variety in our programme, but very little depth; it is impossible, in 400 pages, to treat any of these many topics at all profoundly.

There are large gaps in the book which will be noticed at once by any expert. The most conspicuous is the omission of any account of the theory of quadratic forms. This theory has been developed more systematically than any other part of the theory of numbers, and there are good discussions of it in easily accessible books. We had to omit something, and this seemed to us the part of the theory where we had the least to add to existing accounts.

We have often allowed our personal interests to decide our programme, and have selected subjects less because of their importance (though most of them are important enough) than because we found them congenial and because other writers have left us something to say. Our first aim has been to write an interesting book, and one unlike other books. We may have succeeded at the price of too much eccentricity, or we may have failed; but we can hardly have failed completely, the subject-matter being so attractive that only extravagant incompetence could make it dull.

The book is written for mathematicians, but it does not demand any great mathematical knowledge or technique. In the first eighteen chapters we assume nothing that is not commonly taught in schools, and any intelligent university student should find them comparatively easy reading. The last six are more difficult, and in them we presuppose
a little more, but nothing beyond the content of the simpler university courses.

The title is the same as that of a very well-known book by Professor L. E. Dickson (with which ours has little in common). We proposed at one time to change it to An introduction to arithmetic, a more novel and in some ways a more appropriate title; but it was pointed out that this might lead to misunderstandings about the content of the book.

A number of friends have helped us in the preparation of the book. Dr. H. Heilbronn has read all of it both in manuscript and in print, and his criticisms and suggestions have led to many very substantial improvements, the most important of which are acknowledged in the text. Dr. H. S. A. Potter and Dr. S. Wylie have read the proofs and helped us to remove many errors and obscurities. They have also checked most of the references to the literature in the notes at the ends of the chapters. Dr. H. Davenport and Dr. R. Rado have also read parts of the book, and in particular the last chapter, which, after their suggestions and Dr. Heilbronn’s, bears very little resemblance to the original draft.

We have borrowed freely from the other books which are catalogued on pp. 414–15, and especially from those of Landau and Perron. To Landau in particular we, in common with all serious students of the theory of numbers, owe a debt which we could hardly overstate.

G. H. H.
E. M. W.

Oxford
August 1938
REMARKS ON NOTATION

We borrow four symbols from formal logic, viz.

$\to$, $\equiv$, $\exists$, $\varepsilon$.

$\to$ is to be read as 'implies'. Thus

$$l \mid m \to l \mid n$$  \hspace{1em} (p. 2)

means ‘‘$l$ is a divisor of $m$’’ implies ‘‘$l$ is a divisor of $n$’’, or, what is the same thing, ‘if $l$ divides $m$ then $l$ divides $n$’; and

$$b \mid a \cdot c \mid b \to c \mid a$$  \hspace{1em} (p. 1)

means ‘if $b$ divides $a$ and $c$ divides $b$ then $c$ divides $a$’.

$\equiv$ is to be read ‘is equivalent to’. Thus

$$m \mid ka-ka' \equiv m_1 \mid a-a'$$  \hspace{1em} (p. 51)

means that the assertions ‘$m$ divides $ka-ka'$’ and ‘$m_1$ divides $a-a'$’ are equivalent; either implies the other.

These two symbols must be distinguished carefully from $\to$ (tends to) and $\equiv$ (is congruent to). There can hardly be any misunderstanding, since $\to$ and $\equiv$ are always relations between propositions.

$\exists$ is to be read as ‘there is an’. Thus

$$\exists l \cdot 1 < l < m \cdot l \mid m$$  \hspace{1em} (p. 2)

means ‘there is an $l$ such that (i) $1 < l < m$ and (ii) $l$ divides $m$’.

$\varepsilon$ is the relation of a member of a class to the class. Thus

$$m \in S \cdot n \in S \rightarrow (m \pm n) \in S$$  \hspace{1em} (p. 19)

means ‘if $m$ and $n$ are members of $S$ then $m+n$ and $m-n$ are members of $S$’.

A star affixed to the number of a theorem (e.g. Theorem 15*) means that the proof of the theorem is too difficult to be included in the book. It is not affixed to theorems which are not proved but may be proved by arguments similar to those used in the text.
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THE SERIES OF PRIMES (1)

1.1. Divisibility of integers. The numbers
\[ \ldots, -3, -2, -1, 0, 1, 2, \ldots \]
are called the rational integers, or simply the integers; the numbers
\[ 0, 1, 2, 3, \ldots \]
the non-negative integers; and the numbers
\[ 1, 2, 3, \ldots \]
the positive integers. The positive integers form the primary subject-
matter of arithmetic, but it is often essential to regard them as a sub-
class of the integers or of some larger class of numbers.

In what follows the letters
\[ a, b, \ldots, n, p, \ldots, x, y, \ldots \]
will usually denote integers, which will sometimes, but not always, be
subject to further restrictions, such as to be positive or non-negative.
We shall often use the word ‘number’ as meaning ‘integer’ (or ‘positive
integer’, etc.), when it is clear from the context that we are considering
only numbers of this particular class.

An integer \( a \) is said to be divisible by another integer \( b \), not 0, if
there is a third integer \( c \) such that
\[ a = bc. \]
If \( a \) and \( b \) are positive, \( c \) is necessarily positive. We express the fact
that \( a \) is divisible by \( b \), or \( b \) is a divisor of \( a \), by
\[ b \mid a. \]
Thus
\[ 1 \mid a, \quad a \mid a; \]
and \( b \not\mid 0 \) for every \( b \) but 0. We shall also sometimes use
\[ b \not\mid a \]
to express the contrary of \( b \mid a \). It is plain that
\[ b \mid a, \quad c \mid b \rightarrow c \mid a, \]
\[ b \mid a \rightarrow bc \mid ac \]
if \( c \neq 0 \), and
\[ c \mid a, \quad c \mid b \rightarrow c \mid ma + nb \]
for all integral \( m \) and \( n \).

1.2. prime numbers. In this section and until \( \S \) 2.9 the numbers
considered are generally positive integers. Among the positive integers
† There are occasional exceptions, as in \( \S \) 1.7, where \( e^x \) is the exponential function of
analysis.
there is a sub-class of peculiar importance, the class of primes. A number $p$ is said to be prime if 

(i) $p > 1$,
(ii) $p$ has no positive divisors except 1 and $p$.

For example, 37 is a prime. It is important to observe that 1 is not reckoned as a prime. In this and the next chapter we reserve the letter $p$ for primes.

A number greater than 1 and not prime is called composite.

Our first theorem is

**Theorem 1.** Every positive integer, except 1, is a product of primes.

Either $n$ is prime, when there is nothing to prove, or $n$ has divisors between 1 and $n$. If $m$ is the least of these divisors, $m$ is prime; for otherwise

$$\exists l \cdot 1 < l < m \cdot l \mid m;$$

and

$$l \mid m \rightarrow l \mid n,$$

which contradicts the definition of $m$.

Hence $n$ is prime or divisible by a prime less than $n$, say $p_1$, in which case

$$n = p_1 n_1, \quad 1 < n_1 < n.$$  

Here either $n_1$ is prime, in which case the proof is completed, or it is divisible by a prime $p_2$ less than $n_1$, in which case

$$n = p_1 n_1 = p_1 p_2 n_2, \quad 1 < n_2 < n_1 < n.$$  

Repeating the argument, we obtain a sequence of decreasing numbers $n, n_1, \ldots, n_{k-1}, \ldots, $ all greater than 1, for each of which the same alternative presents itself. Sooner or later we must accept the first alternative, that $n_{k-1}$ is a prime, say $p_k$, and then

$$n = p_1 p_2 \ldots p_k.$$  

Thus

$$666 = 2 \cdot 3 \cdot 3 \cdot 37.$$  

If $ab = n$, then $a$ and $b$ cannot both exceed $\sqrt{n}$. Hence any composite $n$ is divisible by a prime $p$ which does not exceed $\sqrt{n}$.

The primes in (1.2.1) are not necessarily distinct, nor arranged in any particular order. If we arrange them in increasing order, associate sets of equal primes into single factors, and change the notation appropriately, we obtain

$$n = p_1^{a_1} p_2^{a_2} \ldots p_k^{a_k} \quad (a_1 > 0, a_2 > 0, \ldots, p_1 < p_2 < \ldots).$$  

We then say that $n$ is expressed in standard form.

† It would be inconvenient to have to observe this convention rigidly throughout the book, and we often depart from it. In Ch. IX, for example, we use $p/q$ for a typical rational fraction, and $p$ is not usually prime. But $p$ is the ‘natural’ letter for a prime, and we give it preference when we can conveniently.
1.3. Statement of the fundamental theorem of arithmetic.
There is nothing in the proof of Theorem 1 to show that (1.2.2) is a unique expression of \( n \), or, what is the same thing, that (1.2.1) is unique except for possible rearrangement of the factors; but consideration of special cases at once suggests that this is true.

**Theorem 2 (The Fundamental Theorem of Arithmetic).** The standard form of \( n \) is unique; apart from rearrangement of factors, \( n \) can be expressed as a product of primes in one way only.

Theorem 2 is the foundation of systematic arithmetic, but we shall not use it in this chapter, and defer the proof to § 2.10. It is however convenient to prove at once that it is a corollary of the simpler theorem which follows.

**Theorem 3 (Euclid's First Theorem).** If \( p \) is prime, and \( p \mid ab \), then \( p \mid a \) or \( p \mid b \).

We take this theorem for granted for the moment and deduce Theorem 2. The proof of Theorem 2 is then reduced to that of Theorem 3, which is given in § 2.10.

It is an obvious corollary of Theorem 3 that

\[
p \mid abc \ldots l \rightarrow p \mid a \text{ or } p \mid b \text{ or } p \mid c \ldots \text{ or } p \mid l,
\]

and in particular that, if \( a, b, \ldots, l \) are primes, then \( p \) is one of \( a, b, \ldots, l \).

Suppose now that

\[
n = p_1^{a_1}p_2^{a_2} \ldots p_k^{a_k} = q_1^{b_1}q_2^{b_2} \ldots q_j^{b_j},
\]

each product being a product of primes in standard form. Then \( p_i \mid q_i^{b_i} \ldots q_j^{b_j} \) for every \( i \), so that every \( p \) is a \( q \); and similarly every \( q \) is a \( p \). Hence \( k = j \) and, since both sets are arranged in increasing order, \( p_i = q_i \) for every \( i \).

If \( a_i > b_i \), and we divide by \( p_i^{b_i} \), we obtain

\[
p_1^{a_1} \ldots p_i^{a_i-b_i} \ldots p_k^{a_k} = p_1^{b_1} \ldots p_i^{b_i-1} p_{i+1}^{b_{i+1}} \ldots p_k^{b_k}.
\]

The left-hand side is divisible by \( p_i \), while the right-hand side is not; a contradiction. Similarly \( b_i > a_i \) yields a contradiction. It follows that \( a_i = b_i \), and this completes the proof of Theorem 2.

It will now be obvious why 1 should not be counted as a prime. If it were, Theorem 2 would be false, since we could insert any number of unit factors.

1.4. The sequence of primes. The first primes are

\[2, 3, 5, 7, 11, 13, 17, 19, 23, 29, 31, 37, 41, 43, 47, 53, \ldots .\]

It is easy to construct a table of primes, up to a moderate limit \( N \), by a procedure known as the 'sieve of Eratosthenes'. We have seen that
if \( n \leq N \), and \( n \) is not prime, then \( n \) must be divisible by a prime not greater than \( \sqrt{N} \). We now write down the numbers

\[
2, 3, 4, 5, 6, \ldots, N
\]

and strike out successively

(i) \( 4, 6, 8, 10, \ldots \), i.e. \( 2^2 \) and then every even number,

(ii) \( 9, 15, 21, 27, \ldots \), i.e. \( 3^2 \) and then every multiple of 3 not yet struck out,

(iii) \( 25, 35, 55, 65, \ldots \), i.e. \( 5^2 \), the square of the next remaining number after 3, and then every multiple of 5 not yet struck out, \ldots.

We continue the process until the next remaining number, after that whose multiples were cancelled last, is greater than \( \sqrt{N} \). The numbers which remain are primes. All the present tables of primes have been constructed by modifications of this procedure.

The tables indicate that the series of primes is infinite. They are complete up to 11,000,000; the total number of primes below 10 million is 664,579; and the number between 9,900,000 and 10,000,000 is 6,134. The total number of primes below 1,000,000,000 is 50,847,478; these primes are not known individually. A number of very large primes, mostly of the form \( 2^p - 1 \) (see the note at the end of the chapter), are also known; the largest found so far has nearly 700 digits.

These data suggest the theorem

**Theorem 4 (Euclid's second theorem).** The number of primes is infinite.

We shall prove this in § 2.1.

The 'average' distribution of the primes is very regular; its density shows a steady but slow decrease. The numbers of primes in the first five blocks of 1,000 numbers are

\[
168, 135, 127, 120, 119,
\]

and those in the last five blocks of 1,000 below 10,000,000 are

\[
62, 58, 67, 64, 53.
\]

The last 53 primes are divided into sets of

\[
5, 4, 7, 4, 6, 3, 6, 4, 5, 9
\]

in the ten hundreds of the thousand.

On the other hand the distribution of the primes in detail is extremely irregular.
THE SERIES OF PRIMES

1.4 \((5)\)]

In the first place, the tables show at intervals long blocks of composite numbers. Thus the prime 370,261 is followed by 111 composite numbers. It is easy to see that these long blocks must occur. Suppose that

\[2, 3, 5, \ldots, P\]

are the primes up to \(p\). Then all numbers up to \(p\) are divisible by one of these primes, and therefore, if

\[2 \cdot 3 \cdot 5 \ldots p = q,\]

all of the \(p-1\) numbers

\[q+2, q+3, q+4, \ldots, q+p\]

are composite. If Theorem 4 is true, then \(p\) can be as large as we please; and otherwise all numbers from some point on are composite.

**Theorem 5.** There are blocks of consecutive composite numbers whose length exceeds any given number \(N\).

On the other hand, the tables indicate the indefinite persistence of prime-pairs, such as 3, 5 or 101, 103, differing by 2. There are 1,224 such pairs \((p, p+2)\) below 100,000, and 8,169 below 1,000,000. The evidence, when examined in detail, appears to justify the conjecture

There are infinitely many prime-pairs \((p, p+2)\).

It is indeed reasonable to conjecture more. The numbers \(p, p+2, p+4\) cannot all be prime, since one of them must be divisible by 3; but there is no obvious reason why \(p, p+2, p+6\) should not all be prime, and the evidence indicates that such prime-triplets also persist indefinitely. Similarly, it appears that triplets \((p, p+4, p+6)\) persist indefinitely. We are therefore led to the conjecture

There are infinitely many prime-triplets of the types \((p, p+2, p+6)\) and \((p, p+4, p+6)\).

Such conjectures, with larger sets of primes, may be multiplied, but their proof or disproof is at present beyond the resources of mathematics.

1.5. Some questions concerning primes. What are the natural questions to ask about a sequence of numbers such as the primes? We have suggested some already, and we now ask some more.

1. Is there a simple general formula for the \(n\)-th prime \(p_n\)? (a formula, that is to say, by which we can calculate the value of \(p_n\) for any given \(n\) without previous knowledge of its value)? No such formula is known.
Indeed it is unlikely that such a formula is possible, for the distribution of the primes is quite unlike what we should expect on any such hypothesis.

On the other hand, it is possible to devise a number of ‘formulae’ for $p_n$ which are, from our point of view, no more than curiosities. Such a formula essentially defines $p_n$ in terms of itself; and no previously unknown $p_n$ can be calculated from it. We give an example in Theorem 419 of Ch. XXII.

Similar remarks apply to another question of the same kind, viz.

(2) is there a general formula for the prime which follows a given prime (i.e. a recurrence formula such as $p_{n+1} = p_n^2 + 2$)?

Another natural question is

(3) is there a rule by which, given any prime $p$, we can find a larger prime $q$?

This question of course presupposes that, as stated in Theorem 4, the number of primes is infinite. It would be answered in the affirmative if any simple function $f(n)$ were known which assumed prime values for all integral values of $n$. Apart from trivial curiosities of the kind already mentioned, no such function is known. The only plausible conjecture concerning the form of such a function was made by Fermat,† and Fermat’s conjecture was false.

Our next question is

(4) how many primes are there less than a given number $x$?

This question is a much more profitable one, but it requires careful interpretation. Suppose that, as is usual, we define

$$\pi(x)$$

to be the number of primes which do not exceed $x$, so that $\pi(1) = 0$, $\pi(2) = 1$, $\pi(20) = 8$. If $p_n$ is the nth prime then

$$\pi(p_n) = n,$$

so that $\pi(x)$, as function of $x$, and $p_n$, as function of $n$, are inverse functions. To ask for an exact formula for $\pi(x)$, of any simple type, is therefore practically to repeat question (1).

We must therefore interpret the question differently, and ask ‘about how many primes . . . ?’ Are most numbers primes, or only a small proportion? Is there any simple function $f(x)$ which is ‘a good measure’ of $\pi(x)$?

† See §2.5.
We answer these questions in § 1.8 and Ch. XXII.

1.6. Some notations. We shall often use the symbols

\[ O, o, \sim, \]

and occasionally

\[ \ll, \gg, \asymp. \]

These symbols are defined as follows.

Suppose that \( n \) is an integral variable which tends to infinity, and \( x \) a continuous variable which tends to infinity or to zero or to some other limiting value; that \( \phi(n) \) or \( \phi(x) \) is a positive function of \( n \) or \( x \); and that \( f(n) \) or \( f(x) \) is any other function of \( n \) or \( x \). Then

(i) \( f = O(\phi) \) means that\( ^\dagger \) \( |f| < A\phi \),

where \( A \) is independent of \( n \) or \( x \), for all values of \( n \) or \( x \) in question;

(ii) \( f = o(\phi) \) means that \( f/\phi \to 0 \);

and

(iii) \( f \sim \phi \) means that \( f/\phi \to 1 \).

Thus

\[ 10x = O(x), \quad \sin x = O(1), \quad x = O(x^2), \]
\[ x = o(x^2), \quad \sin x = o(x), \quad x + 1 \sim x, \]

where \( x \to \infty \), and

\[ x^2 = O(x), \quad x^2 = o(x), \quad \sin x \sim x, \quad 1 + x \sim 1, \]

when \( x \to 0 \). It is to be observed that \( f = o(\phi) \) implies, and is stronger than, \( f = O(4) \).

As regards the symbols (1.6.2),

(iv) \( f \ll \phi \) means \( f/\phi \to 0 \), and is equivalent to \( f = o(\phi) \);

(v) \( f \gg \phi \) means \( f/\phi \to \infty \);

(vi) \( f \asymp \phi \) means \( A\phi < f < A\phi \),

where the two \( A \)'s (which are naturally not the same) are both positive and independent of \( n \) or \( x \). Thus \( f \asymp \phi \) asserts that \( f \) is of the same order of magnitude as \( \phi \).

We shall very often use \( A \) as in (vi), viz. as an unspecified positive constant. Different \( A \)'s have usually different values, even when they occur in the same formula; and, even when definite values can be assigned to them, these values are irrelevant to the argument.

So far we have defined (for example) \( f = O(1) \), but not \( O(1) \) in isolation; and it is convenient to make our notations more elastic. We

\( ^\dagger \) \( |f| \) denotes, as usually in analysis, the modulus or absolute value off.
agreed that ‘$O(\phi)$’ denotes an unspecified $f$ such that $f = O(\phi)$. We can then write, for example,

$$O(1) + O(1) = O(1) = o(5)$$

when $x \to \infty$, meaning by this ‘if $f = O(1)$ and $g = O(1)$ then $f + g = O(1)$ and a fortiori $f + g = o(x)$’. Or again we may write

$$\sum_{n=1}^{n} O(1) = O(n),$$

meaning by this that the sum of $n$ terms, each numerically less than a constant, is numerically less than a constant multiple of $n$.

It is to be observed that the relation ‘$=$’, asserted between 0 or $o$ symbols, is not usually symmetrical. Thus $o(1) = O(1)$ is always true; but $0(1) = o(1)$ is usually false. We may also observe that $f \sim \phi$ is equivalent to $f = \phi + o(\phi)$ or to

$$f = \phi \{1 + o(1)\}.$$

In these circumstances we say that $f$ and $\phi$ are asymptotically equivalent, or that $f$ is asymptotic to $\phi$.

There is another phrase which it is convenient to define here. Suppose that $P$ is a possible property of a positive integer, and $P(x)$ the number of numbers less than $x$ which possess the property $P$. If

$$P(x) \sim x,$$

when $x \to \infty$, i.e. if the number of numbers less than $x$ which do not possess the property is $o(x)$, then we say that almost all numbers possess the property. Thus we shall see† that $n(x) = o(x)$, so that almost all numbers are composite.

1.7. The logarithmic function. The theory of the distribution of primes demands a knowledge of the properties of the logarithmic function $\log x$. We take the ordinary analytic theory of logarithms and exponentials for granted, but it is important to lay stress on one property of $\log x$.

Since

$$e^x = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \ldots,$$

$$x^n e^x > \frac{x}{(n+1)!} \to \infty$$

when $x \to \infty$. Hence $e^x$ tends to infinity more rapidly than any power of $x$. It follows that $\log x$, the inverse function, tends to infinity more

† This follows at once from Theorem 7.

†† $\log x$ is, of course, the ‘Napierian’ logarithm of $x$, to base $e$. ‘Common’ logarithms have no mathematical interest.
slowly than any positive power of x; \( \log x \to \infty \), but

\[
\frac{\log x}{x^\delta} \to 0,
\]

or \( \log x = o(x^\delta) \), for every positive \( \delta \). Similarly, \( \log \log x \) tends to infinity more slowly than any power of \( \log x \).

We may give a numerical illustration of the slowness of the growth or \( \log x \). If \( x = 10^9 = 1,000,000,000 \) then

\[
\log x = 20.72... .
\]

Since \( e^3 = 20.08... \), \( \log \log x \) is a little greater than 3, and \( \log \log \log x \) is a little greater than 1. If \( x = 10^{1000} \), \( \log \log \log x \) is a little greater than 2. In spite of this, the 'order of infinity' of \( \log \log \log x \) has been made to play a part in the theory of primes.

The function

\[
\frac{x}{\log x}
\]

is particularly important in the theory of primes. It tends to infinity more slowly than \( x \) but, in virtue of (1.7.1), more rapidly than \( x^{1-\delta} \), i.e. than any power of \( x \) lower than the first; and it is the simplest function which has this property.

**1.8. Statement of the prime number theorem.** After this preface we can state the theorem which answers question (4) of § 1.5.

**Theorem 6 (The prime number theorem).** The number of primes not exceeding \( x \) is asymptotic to \( \frac{x}{\log x} \):

\[
\pi(x) \sim \frac{x}{\log x}.
\]

This theorem is the central theorem in the theory of the distribution of primes. We shall give a proof in Ch. XXII. This proof is not easy but, in the same chapter, we shall give a much simpler proof of the weaker

**Theorem 7 (Chebyshev's theorem).** The order of magnitude of \( \pi(x) \) is \( x/\log x \):

\[
n(x) \asymp \frac{x}{\log x}.
\]

It is interesting to compare Theorem 6 with the evidence of the tables. The values of \( n(x) \) for \( x = 10^3, x = 10^4, \) and \( x = 10^8 \) are

\begin{align*}
168, & \quad 78,498, & \quad 50,847,478; \\
145, & \quad 72,382, & \quad 48,254,942.
\end{align*}
The ratios are $1.159 \ldots > 1.084 > 1.053 \ldots$; and show an approximation, though not a very rapid one, to 1. The excess of the actual over the approximate values can be accounted for by the general theory.

If \[ y = \frac{x}{\log x} \]
then \[ \log y = \log x - \log \log x, \]
and \[ \log \log x = o(\log x), \]
so that \[ \log y \sim \log x, \quad x = y \log x \sim y \log y. \]
The function inverse to $x/\log x$ is therefore asymptotic to $x \log x$.

From this remark we infer that Theorem 5 is equivalent to

**Theorem 8:** \[ p_n \sim n \log n. \]

Similarly, Theorem 7 is equivalent to

**Theorem 9:** \[ p_n \ll n \log n. \]

The 664,999th prime is 10,006,721; the reader should compare these figures with Theorem 8.

We arrange what we have to say about primes and their distribution in three chapters. This introductory chapter contains little but definitions and preliminary explanations; we have proved nothing except the easy, though important, Theorem 1. In Ch. II we prove rather more: in particular, Euclid's theorems 3 and 4. The first of these carries with it (as we saw in § 1.3) the 'fundamental theorem' Theorem 2, on which almost all our later work depends; and we give two proofs in §§ 2.10–2.11. We prove Theorem 4 in §§ 2.1, 2.4, and 2.6, using several methods, some of which enable us to develop the theorem a little further. Later, in Ch. XXII, we return to the theory of the distribution of primes, and develop it as far as is possible by elementary methods, proving, amongst other results, Theorem 7 and finally Theorem 6.

**NOTES ON CHAPTER 1**

§ 1.3. Theorem 3 is Euclid vii. 30. Theorem 2 does not seem to have been stated explicitly before Gauss (D.A., § 16). It was, of course, familiar to earlier mathematicians; but Gauss was the first to develop arithmetic as a systematic science. See also § 12.5.

§ 1.4. The best table of primes is D. N. Lehmer's List of prime numbers from 1 to 10,006,721 [Carnegie Institution, Washington, 165 (1914)]. The same author's Factor table for the first ten millions [Carnegie Institution, Washington, 105 (1909)] gives the smallest factor of all numbers up to 10,017,000 not divisible by 2, 3, 5, or 7. See also Liste des nombres premiers du onzième million (ed. Beeger, Amsterdam, 1951). Information about earlier tables will be found in the introductions.
to Lehmer’s two volumes, and in Dickson’s History, i, ch. xiii. There are manuscript tables by Kulik in the possession of the Academy of Sciences of Vienna which extend up to 100,000,000, but which are, according to Lehmer, not accurate enough for publication. Our numbers of primes are less by 1 than Lehmer’s because he counts 1 as a prime. Mapes [Math. Computation 17 (1963), 184-5] gives a table of \( \pi(x) \) for \( x \) any multiple of 10 million up to 1,000 million.

A list of tables of primes with descriptive notes is given in D. H. Lehmer’s Guide to tables in the theory of numbers (Washington, 1941).

Theorem 4 is Euclid ix. 20.

For Theorem 5 see Lucas, Théorie des nombres, i (1891), 359-61.

Kraitchik [Sphinx, 6 (1936), 166 and 8 (1938), 86] lists all primes between \( 10^{12}-10^4 \) and \( 10^{12}+10^4 \). These lists contain 36 prime pairs \((p, p + 2)\), of which the last is

\[
1,000,000,009,649, \quad 1,000,000,009,651.
\]

This seems to be the largest pair known.

In § 22.20 we give a simple argument leading to a conjectural formula for the number of pairs \((p, p + 2)\) below \( x \). This agrees well with the known facts. The method can be used to find many other conjectural theorems concerning pairs, triplets, and larger blocks of primes.

§ 1.5. Our list of questions is modified from that given by Carmichael, Theory of numbers, 29.

§ 1.7. Littlewood’s proof that \( \pi(x) \) is sometimes greater than the ‘logarithm integral’ \( \text{li}x \) depends upon the largeness of \( \log \log x \) for large \( x \). See Ingham, ch. v, or Landau, Vorlesungen, ii. 123-56.

§ 1.8. Theorem 7 was proved by Tchebychef about 1850, and Theorem 6 by Hadamard and de la Vallée Poussin in 1896. See Ingham, 4-5; Landau, Handbuch, 3-55; and Ch. XXII, especially the note to §§ 22.14-16.
2.1. First proof of Euclid’s second theorem. Euclid’s own proof of Theorem 4 was as follows.

Let 2, 3, 5, ..., p be the aggregate of primes up to p, and let
\[ q = 2 \cdot 3 \cdot 5 \cdot ... \cdot p + 1. \]
Then q is not divisible by any of the numbers 2, 3, 5, ..., p. It is therefore either prime, or divisible by a prime between p and q. In either case there is a prime greater than p, which proves the theorem.

The theorem is equivalent to
\[ n(x) \to \infty. \]

2.2. Further deductions from Euclid’s argument. If p is the nth prime \( p_n \), and q is defined as in (2.1.1), it is plain that
\[ q < p_n^{n+1} \]
for \( n > 1 \), and so that
\[ p_{n+1} < p_n^{n+1}. \]
This inequality enables us to assign an upper limit to the rate of increase of \( p_n \), and a lower limit to that of \( \pi(x) \).

We can, however, obtain better limits as follows. Suppose that
\[ p_n < 2^n \]
for \( n = 1, 2, ..., N \). Then Euclid’s argument shows that
\[ p_{N+1} \leq p_1 p_2 ... p_N + 1 < 2^{2^N} + 1 < 2^{2^{N+1}}. \]
Since (2.2.1) is true for \( n = 1 \), it is true for all \( n \).

Suppose now that \( n \geq 4 \) and
\[ e^{n-1} < x \leq e^n. \]
Then
\[ e^{n-1} > 2n, \quad e^{n-1} > 2^n; \]
and so
\[ \pi(x) \geq \pi(e^{n-1}) \geq \pi(2^n) \geq n, \]
by (2.2.1). Since \( \log x \leq n \), we deduce that
\[ x(x) \geq \log x \]
for \( x > e^3 \); and it is plain that the inequality holds also for \( 2 \leq x \leq e^3 \).

We have therefore proved

**Theorem 10:** \( \pi(x) \geq \log x \) \( (x \geq 2) \).

We have thus gone beyond Theorem 4 and found a lower limit for

\[ n = 1, \quad p = 2, \quad q = 3. \]

\[ \dagger \] There is equality when
\[ n = 1, \quad p = 2, \quad q = 3. \]

\[ \ddagger \] This is not true for \( n = 3 \).
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the order of magnitude of $\pi(x)$. The limit is of course an absurdly weak one, since for $x = 10^9$ it gives $\pi(x) \geq 3$, and the actual value of $\pi(x)$ is over 50 million.

2.3. Primes in certain arithmetical progressions. Euclid's argument may be developed in other directions.

**Theorem 11.** There are infinitely many primes of the form $4n + 3$.

Define $q$ by

$$q = 2^2 \cdot 3 \cdot 5 \ldots p - 1,$$

instead of by (2.1.1). Then $q$ is of the form $4n + 3$, and is not divisible by any of the primes up to $p$. It cannot be a product of primes $4n + 1$ only, since the product of two numbers of this form is of the same form; and therefore it is divisible by a prime $4n + 3$, greater than $p$.

**Theorem 12.** There are infinitely many primes of the form $6n + 5$.

The proof is similar. We define $q$ by

$$q = 2 \cdot 3 \cdot 5 \ldots p - 1,$$

and observe that any prime number, except 2 or 3, is $6n + 1$ or $6n + 5$, and that the product of two numbers $6n + 1$ is of the same form.

The progression $4n + 1$ is more difficult. We must assume the truth of a theorem which we shall prove later (§ 20.3).

**Theorem 13.** If $a$ and $b$ have no common factor, then any odd prime divisor of $a^2 + b^2$ is of the form $4n + 1$.

If we take this for granted, we can prove that there are infinitely many primes $4n + 1$. In fact we can prove

**Theorem 14.** There are infinitely many primes of the form $8n + 5$.

We take

$$q = 32 \cdot 52 \cdot 7^2 \ldots p^2 + 2^2,$$

a sum of two squares which have no common factor. The square of an odd number $2m + 1$ is

$$4m(m + 1) + 1$$

and is $8n + 1$, so that $q$ is $8n + 5$. Observing that, by Theorem 13, any prime factor of $q$ is $4n + 1$, and so $8n + 1$ or $8n + 5$, and that the product of two numbers $8n + 1$ is of the same form, we can complete the proof as before.

All these theorems are particular cases of a famous theorem of Dirichlet.

**Theorem 15* (Dirichlet's Theorem).** If $a$ is positive and $a$ and $b$ have no common divisor except 1, then there are infinitely many primes of the form $an + b$.

* An asterisk attached to the number of a theorem indicates that it is not proved anywhere in the book.
The proof of this theorem is too difficult for insertion in this book. There are simpler proofs when \( b \) is 1 or \(-1\).

2.4. Second proof of Euclid's theorem. Our second proof of Theorem 4, which is due to Pólya, depends upon a property of what are called 'Fermat's numbers'.

Fermat's numbers are defined by

\[
F_n = 2^{2^n} + 1,
\]

so that \( F_1 = 5, F_2 = 17, F_3 = 257, F_4 = 65537 \).

They are of great interest in many ways: for example, it was proved by Gauss† that, if \( F_n \) is a prime \( p \), then a regular polygon of \( p \) sides can be inscribed in a circle by Euclidean methods.

The property of the Fermat numbers which is relevant here is

Theorem 16. No two Fermat numbers have a common divisor greater than 1.

For suppose that \( F_n \) and \( F_{n+k} \), where \( k > 0 \), are two Fermat numbers, and that

\[
m \mid F_n, \quad m \mid F_{n+k}.
\]

If \( x = 2^{2^n} \), we have

\[
\frac{F_{n+k} - 2}{F_n} = \frac{2^{2^{n+k}} - 1}{2^{2^n} + 1} = \frac{x^{2^k} - 1}{x + 1} = x^{2^k} - x^{2^{k-2}} + \ldots - 1,
\]

and so \( F_n \mid F_{n+k} - 2 \). Hence

\[
m \mid F_{n+k}, \quad m \mid F_{n+k} - 2;
\]

and therefore \( m \geq 2 \). Since \( F_n \) is odd, \( m = 1 \), which proves the theorem.

It follows that each of the numbers \( F_1, F_2, \ldots, F_n \) is divisible by an odd prime which does not divide any of the others; and therefore that there are at least \( n \) odd primes not exceeding \( F_n \). This proves Euclid's theorem. Also

\[
P_{n+1} \leq F_n = 2^{2^n} + 1,
\]

and it is plain that this inequality, which is a little stronger than (2.2.1), leads to a proof of Theorem 10.

2.5. Fermat's and Mersenne's numbers. The first four Fermat numbers are prime, and Fermat conjectured that all were prime. Euler, however, found in 1732 that

\[
F_5 = 2^{2^5} + 1 = 641 \cdot 6700417
\]

is composite. For \( 641 = 2^4 + 5^4 = 5 \cdot 2^7 + 1 \)

† See §5.8.
and so
\[ 2^{32} = 16 \cdot 2^{28} = (641 - 5^4)2^{28} = 641m - (5 \cdot 2^7)^4 = 641m - (641 - 1)^4 = 641n - 1, \]
where \( m \) and \( n \) are integers.

In 1880 Landry proved that
\[ F_6 = 2^{2^6} + 1 = 274177.67280421310721. \]
More recent writers have proved that \( F_n \) is composite for
\[ 7 \leq n \leq 16, \quad n = 18, 19, 23, 36, 38, 39, 55, 63, 73 \]
and many larger values of \( n \). Morehead and Western proved \( F_7 \) and \( F_8 \)
composite without determining a factor. No factor is known for \( F_{13} \) or
for \( F_{14} \), but in all the other cases proved to be composite a factor is known.

No prime \( F_n \) has been found beyond \( F_4 \), so that Fermat’s conjecture
has not proved a very happy one. It is perhaps more probable that the
number of primes \( F_n \) is finite.† If this is so, then the number of primes
\( 2^n + 1 \) is finite, since it is easy to prove

**Theorem 17.** If \( a \geq 2 \) and \( a^n + 1 \) is prime, then \( a \) is even and \( n = 2^m. \)

For if \( a \) is odd then \( a^n + 1 \) is even; and if \( n \) has an odd factor \( k \) and
\( n = kl \), then \( a^n + 1 \) is divisible by
\[ \frac{a^k + 1}{a^l + 1} = a^{k-1} - a^{k-2}l + \ldots + 1. \]

It is interesting to compare the fate of Fermat’s conjecture with that
of another famous conjecture, concerning primes of the form \( 2^n - 1. \)
We begin with another trivial theorem of much the same type as
Theorem 17.

**Theorem 18.** If \( n > 1 \) and \( a^n - 1 \) is prime, then \( a = 2 \) and \( n \) is prime.

For if \( a > 2 \), then \( a-1 \mid a^n - 1 \); and if \( a = 2 \) and \( n = kl \), then
\( 2^k - 1 \mid 2^n - 1. \)

The problem of the primality of \( a^n - 1 \) is thus reduced to that of
the primality of \( 2^n - 1 \). It was asserted by Mersenne in 1644 that

† This is what is suggested by considerations of probability. Assuming Theorem 7,
one might argue roughly as follows. The probability that a number \( n \) is prime is at
most \( \frac{A}{\log n} \)

and therefore the total expectation of Fermat primes is at most
\[ \cdot A \sum \left( \frac{1}{\log(2^n + 1)} \right) < A \sum 2^{-n} < A. \]

This argument (apart from its general lack of precision) assumes that there are no
special reasons why a Fermat number should be likely to be prime, while Theorems 16
and 17 suggest that there are some.
\[ M_p = 2^p - 1 \] is prime for

\[ p = 2, 3, 5, 7, 13, 17, 19, 31, 67, 127, 257, \]

and composite for the other 44 values of \( p \) less than 257. The first mistake in Mersenne’s statement was found about 1886,† when Pervusin and Seelhoff discovered that \( M_{61} \) is prime. Subsequently four further mistakes were found in Mersenne’s statement and it need no longer be taken seriously. In 1876 Lucas found a method for testing whether \( M_p \) is prime and used it to prove \( M_{127} \) prime. This remained the largest known prime until 1951, when, using different methods, Ferrier found a larger prime (using only a desk calculating machine) and Miller and Wheeler (using the EDSAC 1 electronic computer at Cambridge) found several large primes, of which the largest was

\[ 180 \, M_{127}^3 + 1, \]

which is larger than Ferrier’s. But Lucas’s test is particularly suitable for use on a binary digital computer and it has been applied by a succession of investigators (Lehmer and Robinson using the SWAC and Hurwitz and Selfridge using the IBM 7090, Riesel using the Swedish BESK, and Gillies using the ILLIAC II). As a result it is now known that \( M_p \) is prime for

\[ p = 2, 3, 5, 7, 13, 17, 19, 31, 61, 89, 107, \]

\[ 127, 521, 607, 1279, 2203, 2281, 3217, \]

\[ 4253, 4423, 9689, 9941, 11213, 3977, \]

and composite for all other \( p < 12000 \). The largest known prime is thus \( M_{11213} \), a number of 3375 digits.

We describe Lucas’s test in § 15.5 and give the test used by Miller and Wheeler in Theorem 10.1.

The problem of Mersenne’s numbers is connected with that of ‘perfect’ numbers, which we shall consider in § 16.8.

We return to this subject in § 6.15 and § 15.5.

### 2.6. Third proof of Euclid’s theorem.

Suppose that 2, 3, ..., \( p_j \) are the first \( j \) primes and let \( N(x) \) be the number of \( n \) not exceeding \( x \) which are not divisible by any prime \( p > p_j \). If we express such an \( n \) in the form

\[ n = n_1^2 m, \]

where \( m \) is ‘quadratfrei’, i.e. is not divisible by the square of any prime, we have

\[ m = 2^{b_1} 3^{b_2} \cdots p_j^{b_j}, \]

with every \( b \) either 0 or 1. There are just \( 2^j \) possible choices of the exponents and so not more than \( 2^j \) different values of \( m \). Again, \( n_1 \leq \sqrt{n} \leq \sqrt{x} \) and so there are not more than \( \sqrt{x} \) different values of \( n_1 \).

† Euler stated in 1732 that \( M_{41} \) and \( M_{47} \) are prime, but this was a mistake.
Hence
\begin{equation}
N(x) \leq 2^{j} \sqrt{x}.
\end{equation}

If Theorem 4 is false, so that the number of primes is finite, let the primes be \( 2, 3, \ldots, p_j \). In this case \( N(x) = x \) for every \( x \) and so
\[ x \leq 2^{j} \sqrt{x}, \quad x \leq 2^{2j}, \]
which is false for \( x \geq 2^{2j} + 1 \).

We can use this argument to prove two further results.

**Theorem 19.** The series
\begin{equation}
\sum \frac{1}{p} = \frac{1}{2} + \frac{1}{3} + \frac{1}{5} + \frac{1}{7} + \frac{1}{11} + \cdots
\end{equation}
is divergent.

If the series is convergent, we can choose \( j \) so that the remainder after \( j \) terms is less than \( \frac{1}{2} \), i.e.
\[ \frac{1}{p_{j+1}} + \frac{1}{p_{j+2}} + \cdots < \frac{1}{2}. \]
The number of \( n \leq x \) which are divisible by \( p \) is at most \( x/p \). Hence
\[ x - N(x), \]
the number of \( n \leq x \) divisible by one or more of \( p_{j+1}, p_{j+2}, \ldots \), is not more than
\[ \frac{x}{p_{j+1}} + \frac{x}{p_{j+2}} + \cdots < \frac{1}{2} x. \]
Hence, by (2.6.1),
\[ \frac{1}{2} x < N(x) \leq 2^{j} \sqrt{x}, \quad x < 2^{2j+2}, \]
which is false for \( x \geq 2^{2j+2} \). Hence the series diverges.

**Theorem 20:** \( \pi(x) \geq \frac{\log x}{2 \log 2} (x \geq 1); \quad p_n \leq 4^n. \)

We take \( j = \pi(x) \), so that \( p_{j+1} > x \) and \( N(x) = x \). We have
\[ x = N(x) \leq 2^{\pi(x)} \sqrt{x}, \quad 2^{\pi(x)} \geq \sqrt{x} \]
and the first part of Theorem 20 follows on taking logarithms. If we put \( x = p_n \), so that \( \pi(x) = n \), the second part is immediate.

By Theorem 20, \( \pi(10^9) \geq 15 \); a number, of course, still ridiculously below the mark.

**2.7. Further results on formulae for primes.** We return for a moment to the questions raised in § 1.5. We may ask for ‘a formula for primes’ in various senses.

(i) We may ask for a simple function \( f(n) \) which assumes *all prime values and only prime values*, i.e. which takes successively the values \( p_1, p_2, \ldots \) when \( n \) takes the values \( 1, 2, \ldots \). This is the question which we discussed in § 1.5.
(ii) We may ask for a function which assumes prime values only. Fermat’s conjecture, had it been right, would have supplied an answer to this question. As it is, no satisfactory answer is known.

(iii) We may moderate our demands and ask merely for a function which assumes un infinity of prime values. It follows from Euclid’s theorem that \( j'(n) = n \) is such a function, and less trivial answers are given by Theorems 11-15.

Apart from trivial solutions, Dirichlet’s Theorem 15 is the only solution known. It has never been proved that \( n^2 + 1 \), or any other quadratic form in \( n \), will represent an infinity of primes, and all such problems seem to be extremely difficult.

There are some simple negative theorems which contain a very partial reply to question (ii).

**Theorem 21.** No polynomial \( f(n) \) with integral coefficients, not a constant, can be prime for all \( n \), or for all sufficiently large \( n \).

We may assume that the leading coefficient in \( f(n) \) is positive, so that \( f(n) \rightarrow \infty \) when \( n \rightarrow \infty \), and \( f(n) > 1 \) for \( n > N \), say. If \( x > N \) and

\[
 f(x) = a_0x^k + \cdots = y > 1,
\]

then

\[
 f(ry + x) = a_0(ry + x)^k + \cdots
\]

is divisible by \( y \) for every integral \( r \); and \( f(ry + x) \) tends to infinity with \( r \). Hence there are infinitely many composite values of \( f(n) \).

There are quadratic forms which assume prime values for considerable sequences of values of \( n \). Thus \( n^2 - n + 41 \) is prime for \( 0 \leq n \leq 40 \), and

\[
 n^2 - 79n + 1601 = (n - 40)^2 + (n - 40) + 41
\]

for \( 0 \leq n \leq 79 \).

A more general theorem, which we shall prove in § 6.4, is

**Theorem 22.** If \( f(n) = P(n, 2^n, 3^n, \ldots, k^n) \)

is a polynomial in its arguments, with integral coefficients, and \( f(n) \rightarrow \infty \) when \( n \rightarrow \infty \), then \( f(n) \) is composite for an infinity of values of \( n \).

† It had been suggested that Fermat’s sequence should be replaced by

\[
 2 + 1, \quad 2^2 + 1, \quad 2^{2^2} + 1, \quad 2^{2^{2^2}} + 1, \quad \ldots
\]

The first four numbers are prime, but \( F_{16} \), the fifth member of this sequence, is now known to be composite. Another suggestion was that the sequence \( M_p \), where \( p \) is confined to the Mersenne primes, would contain only primes. The first five Mersenne primes are

\[
 M_2 = 3, \quad M_3 = 7, \quad M_5 = 31, \quad M_7 = 127, \quad M_{13} = 8191
\]

and the sequence proposed would be

\[
 M_2, \quad M_3, \quad M_7, \quad M_{13}, \quad M_{127}, \quad M_{8191}.
\]

The first four are prime but \( M_{8191} \) is composite.

‡ Some care is required in the statement of the theorem, to avoid such an \( f(n) \) as

\[
 2^3 n - 6^n + 5 ,
\]

which is plainly prime for all \( n \).
2.8. Unsolved problems concerning primes. In § 1.4 we stated two conjectural theorems of which no proof is known, although empirical evidence makes their truth seem highly probable. There are many other conjectural theorems of the same kind.

There are infinitely many primes $n^2 + 1$. More generally, if $a$, $b$, $c$ are integers without a common divisor, $a$ is positive, $a+b$ and $c$ are not both even, and $b^2 - 4ac$ is not a perfect square, then there are infinitely many primes $an^2 + bn + c$.

We have already referred to the form $n^2 + 1$ in § 2.7 (iii). If $a$, $b$, $c$ have a common divisor, there can obviously be at most one prime of the form required. If $a+b$ and $c$ are both even, then $N = an^2 + bn + c$ is always even. If $b^2 - 4ac = k^2$, then

$$4aN = (2an+b)^2 - k^2.$$  

Hence, if $N$ is prime, either $2an+b+k$ or $2an+b-k$ divides $4a$, and this can be true for at most a finite number of values of $n$. The limitations stated in the conjecture are therefore essential.

There is always a prime between $n^2$ and $(n+1)^2$.  

If $n > 4$ is even, then $n$ is the sum of two odd primes.  

This is ‘Goldbach’s theorem’.

If $n \geq 9$ is odd, then $n$ is the sum of three odd primes.  

Any $n$ from some point onwards is a square or the sum of a prime and a square.

This is not true of all $n$; thus 34 and 58 are exceptions.

A more dubious conjecture, to which we referred in § 2.5, is

The number of Fermat primes $F_n$ is finite.

2.9. Moduli of integers. We now give the proof of Theorems 3 and 2 which we postponed from § 1.3. Another proof will be given in § 2.11 and a third in § 12.4. Throughout this section integer means rational integer, positive or negative.

The proof depends upon the notion of a ‘modulus’ of numbers. A modulus is a system $S$ of numbers such that the sum and difference of any two members of $S$ are themselves members of $S$: i.e.

$$(2.9.1) \quad m \in S \Rightarrow n \in S \Rightarrow (m \pm n) \in S.$$  

The numbers of a modulus need not necessarily be integers or even rational; they may be complex numbers, or quaternions: but here we are concerned only with moduli of integers.
The single number 0 forms a modulus (the \textit{null modulus}).

It follows from the definition of S that

\[ a \in S \rightarrow 0 = a - a \in S. \quad 2a = a + a \in S. \]

Repeating the argument, we see that na \in S for any integral n (positive or negative). More generally

\[ a \in S \quad b \in S \rightarrow xa + yb \in S \]

for any integral x, y. On the other hand, it is obvious that, if a and b are given, the aggregate of values of xa+yb forms a modulus.

It is plain that any modulus S, except the null modulus, contains some positive numbers. Suppose that d is the smallest positive number of S. If \( n \) is any positive number of S, then \( n - xd \in S \) for all z. If \( c \) is the remainder when \( n \) is divided by \( d \) and

\[ n = zd + c, \]

then \( c \in S \) and \( 0 \leq c < d \). Since \( d \) is the smallest positive number of S, \( c = 0 \) and \( n = zd \). Hence

**Theorem 23.** Any modulus, other than the null modulus, is the aggregate of integral multiples of a positive number \( d \).

We define the highest common divisor \( d \) of two integers \( a \) and \( b \), not both zero, as the largest positive integer which divides both \( a \) and \( b \); and write

\[ \gcd(a, b) \]

Thus \( (0, a) = |a| \). We may define the highest common divisor

\[ (a, b, c, \ldots, k) \]

of any set of positive integers \( a, b, c, \ldots, k \) in the same way.

The aggregate of numbers of the form

\[ xa + yb, \]

for integral \( x, y \), is a modulus which, by Theorem 23, is the aggregate of multiples \( zc \) of a certain positive \( c \). Since \( c \) divides every number of S, it divides \( a \) and \( b \), and therefore

\[ c \leq d. \]

On the other hand, \( d \mid a, d \mid b \rightarrow d \mid xa + yb, \)

so that \( d \) divides every number of S, and in particular \( c \). It follows that

\[ c = d \]

and that S is the aggregate of multiples of \( d \).
THEOREM 24. The modulus \( xa + yb \) is the aggregate of multiples of \( d = (a, b) \).

It is plain that we have proved incidentally

THEOREM 25. The equation

\[
ax + by = n
\]

is soluble in integers \( x, y \) if and only if \( d \mid n \). In particular,

\[
ax + by = d
\]

is soluble.

THEOREM 26. Any common divisor of \( a \) and \( b \) divides \( d \).

2.10. Proof of the fundamental theorem of arithmetic. We are now in a position to prove Euclid’s theorem 3, and so Theorem 2.

Suppose that \( p \) is prime and \( p \mid ab \). If \( p \nmid a \) then \( (a, p) = 1 \), and therefore, by Theorem 24, there are an \( x \) and a \( y \) for which \( xa + yp = 1 \) or

\[
xab + ypb = b.
\]

But \( p \mid ab \) and \( p \mid pb \), and therefore \( p \mid b \).

Practically the same argument proves

THEOREM 27: \((a, b) = d \). \( c > 0 \rightarrow (ac, bc) = dc \).

For there are an \( x \) and a \( y \) for which \( xa + yb = d \) or

\[
xac + ybc = dc.
\]

Hence \((ac, bc) \mid dc \). On the other hand, \( d = dc \) if \( ac \) and \( d = dc \) if \( bc \);

and therefore, by Theorem 26, \( dc \mid (ac, bc) \). Hence \((ac, bc) = dc \).

2.11. Another proof of the fundamental theorem. We call numbers which cannot be factorized into primes in more than one way abnormal. Let \( n \) be the least abnormal number. The same prime \( P \) cannot appear in two different factorizations of \( n \), for, if it did, \( n/P \) would be abnormal and \( n/P < n \). We have then

\[
n = p_1p_2p_3... = q_1q_2...,
\]

where the \( p \) and \( q \) are primes, no \( p \) is a \( q \) and no \( q \) is a \( p \).

We may take \( p_1 \) to be the least \( p \); since \( n \) is composite, \( p_1^2 \leq n \).

Similarly, if \( q_1 \) is the least \( q \), we have \( q_1^2 \leq n \) and, since \( p_1 \neq q_1 \), it follows that \( p_1q_1 < n \). Hence, if \( N = n - p_1q_1 \), we have \( 0 < N < n \) and \( N \) is not abnormal. Now \( p_1 \mid n \) and so \( p_1 \mid N \); similarly \( q_1 \mid N \). Hence \( p_1 \) and \( q_1 \) both appear in the unique factorization of \( N \) and \( p_1q_1 \mid [N. From this it follows that \( p_1q_1 \mid n \) and hence that \( q_1 \mid n/p_1 \).

But \( n/p_1 \) is less than \( n \) and so has the unique prime factorization \( p_2p_3... \). Since \( q_1 \) is not a \( p \), this is impossible. Hence there cannot be any abnormal numbers and this is the fundamental theorem.
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§ 2.2. Mr. Ingham tells us that the argument used here is due to Bohr and Littlewood: see Ingham, 2.
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§§ 2.9–10. The argument follows the lines of Hecke, ch. i. The definition of a modulus is the natural one, but is redundant. It is sufficient to assume that

\[
m \in S \cdot n \in S \Rightarrow m - n \in S.\]

For then

\[
0 = n - n \in S, -n = 0 - n \in S, \quad m + n = m \cdot (\cdot n) \in S.\]

3.1. The definition and simplest properties of a Farey series.

In this chapter we shall be concerned primarily with certain properties of the 'positive rationals' or 'vulgar fractions', such as $\frac{1}{2}$ or $\frac{7}{11}$. Such a fraction may be regarded as a relation between two positive integers, and the theorems which we prove embody properties of the positive integers.

The Farey series $\mathcal{F}_n$ of order $n$ is the ascending series of irreducible fractions between 0 and 1 whose denominators do not exceed $n$. Thus $\frac{h}{k}$ belongs to $\mathcal{F}_n$ if

$$0 \leq h \leq k \leq n, \ (h, k) = 1;$$

the numbers 0 and 1 are included in the forms $\frac{0}{1}$ and $\frac{1}{1}$. For example, $\mathcal{F}_5$ is

$$\frac{0}{1}, \frac{1}{5}, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}, \frac{3}{4}, \frac{3}{5}, \frac{3}{4}, \frac{1}{1}.$$

The characteristic properties of Farey series are expressed by the following theorems.

**Theorem 28.** If $\frac{h}{k}$ and $\frac{h'}{k'}$ are two successive terms of $\mathcal{F}_n$, then

$$kh' - hk' = 1.$$  

**Theorem 29.** If $\frac{h}{k}$, $\frac{h''}{k''}$, and $\frac{h'}{k'}$ are three successive terms of $\mathcal{F}_n$, then

$$\frac{h''}{k''} = \frac{h + h'}{k + k'}.$$  

We shall prove that the two theorems are equivalent in the next section, and then give three different proofs of both of them, in §§ 3.3, 3.4, and 3.7 respectively. We conclude this section by proving two still simpler properties of $\mathcal{F}_n$.

**Theorem 30.** If $\frac{h}{k}$ and $\frac{h'}{k'}$ are two successive terms of $\mathcal{F}_n$, then

$$khk' > n.$$  

The 'mediant'

$$\frac{h + h'}{k + k'}$$

of $\frac{h}{k}$ and $\frac{h'}{k'}$ falls in the interval

$$\left(\frac{h}{k}, \frac{h'}{k'}\right).$$

Hence, unless (3.1.4) is true, there is another term of $\mathcal{F}_n$ between $\frac{h}{k}$ and $\frac{h'}{k'}$.

† Or the reduced form of this fraction.
Theorem 31. If \( n > 1 \), then no two successive terms of \( \mathcal{F}_n \) have the same denominator.

If \( k > 1 \) and \( k'/k \) succeeds \( h/k \) in \( \mathcal{F}_n \), then \( h + 1 \leqslant h' < k \). But then
\[
\frac{h}{k} < \frac{h}{k-1} < \frac{h+1}{k} < \frac{h'}{k};
\]
and \( h/(k-1)^\dagger \) comes between \( h/k \) and \( h'/k \) in \( \mathcal{F}_n \), a contradiction.

3.2. The equivalence of the two characteristic properties. We now prove that each of Theorems 28 and 29 implies the other.

(1) **Theorem 28 implies Theorem 29.** If we assume Theorem 28, and solve the equations
\[
(3.2.1) \quad kh'' - hk'' = 1, \quad k''h' - h''k' = 1
\]
for \( h'' \) and \( k'' \), we obtain
\[
h''(kh' - hk') = h + h', \quad k''(kh' - hk') = k - h'
\]
and so (3.1.3).

(2) **Theorem 29 implies Theorem 28.** We assume that Theorem 29 is true generally and that Theorem 28 is true for \( \mathcal{F}_{n-1} \), and deduce that Theorem 28 is true for \( \mathcal{F}_n \). It is plainly sufficient to prove that the equations (3.2.1) are satisfied when \( h''/k'' \) belongs to \( \mathcal{F}_n \) but not to \( \mathcal{F}_{n-1} \), so that \( k'' = n \). In this case, after Theorem 31, both \( k \) and \( k' \) are less than \( k'' \), and \( h/k \) and \( h'/k' \) are consecutive terms in \( \mathcal{F}_{n-1} \).

Since (3.1.3) is true ex hypothesi, and \( h''/k'' \) is irreducible, we have
\[
h + h' = Ah'', \quad k + k' = \lambda k'',
\]
where \( \lambda \) is an integer. Since \( k \) and \( k' \) are both less than \( k'' \), \( \lambda \) must be 1.

Hence
\[
h'' = h + h', \quad k'' = k + k',
\]
\[
kh'' - hk'' = kh' - hk' = 1;
\]
and similarly
\[
k'h' - h''k' = 1.
\]

3.3. **First proof of Theorems 28 and 29.** Our first proof is a natural development of the ideas used in § 3.2.

The theorems are true for \( n = 1 \); we assume them true for \( \mathcal{F}_{n-1} \) and prove them true for \( \mathcal{F}_n \).

Suppose that \( h/k \) and \( h'/k' \) are consecutive in \( \mathcal{F}_{n-1} \) but separated by \( h''/k'' \) in \( \mathcal{F}_n \). Let
\[
(3.3.1) \quad kh'' - hk'' = \tau > 0, \quad k''h' - h''k' = s > 0.
\]

\( \dagger \) Or the reduced form of this fraction.

\( \dagger \) After Theorem 31, \( h''/k'' \) is the only term of \( \mathcal{F}_n \) between \( h/k \) and \( h'/k' \); but we do not assume this in the proof.
Solving these equations for $h''$ and $k''$, and remembering that
\[ kh' - hk' = 1, \]
we obtain
\[ h'' = sh + rh', \quad k'' = sk + rk'. \]
Here $(r, s) = 1$, since $(h'', k'') = 1$.

Consider now the set $S$ of all fractions
\[ \frac{H}{K} = \frac{\mu h + \lambda h'}{\mu k + \lambda k'} \]
in which $\lambda$ and $\mu$ are positive integers and $(\lambda, \mu) = 1$. Thus $h''/k''$ belongs to $S$. Every fraction of $S$ lies between $h/k$ and $h'/k'$, and is in its lowest terms, since any common divisor of $H$ and $K$ would divide
\[ k(\mu h + \lambda h') - h(\mu k + \lambda k') = \lambda \]
and
\[ h'(\mu k + \lambda k') - k'(\mu h + \lambda h') = \mu. \]
Hence every fraction of $S$ appears sooner or later in some $\mathfrak{g}_q$, and plainly the first to make its appearance is that for which $K$ is least, i.e. that for which $\lambda = 1$ and $\mu = 1$. This fraction must be $h''/k''$, and so
\[ h'' = h + h', \quad k'' = k + k'. \]

This proves Theorem 29. It is to be observed that the equations (3.4.4) are not generally true for three successive fractions of $\mathfrak{g}_n$, but are (as we have shown) true when the central fraction has made its first appearance in $\mathfrak{g}_n$.

### 3.4. Second proof of the theorems

This proof is not inductive, and gives a rule for the construction of the term which succeeds $h/k$ in $\mathfrak{g}_n$.

Since $(h, k) = 1$, the equation
\[ kx - hy = 1 \]
is soluble in integers (Theorem 25). If $x_0, y_0$, is a solution then
\[ x_0 + rh, \quad y_0 + rk \]
is also a solution for any positive or negative integral $r$. We can choose $r$ so that
\[ n - k < y_0 + rk \leq n. \]
There is therefore a solution $(x, y)$ of (3.4.1) such that
\[ (x, y) = 1, \quad 0 \leq n - k < y \leq n. \]
Since $x/y$ is in its lowest terms, and $y \leq n$, $x/y$ is a fraction of $\mathfrak{g}_n$.

Also
\[ \frac{x}{y} = \frac{h}{k} + \frac{1}{k'y} > \frac{h}{k}, \]
so that \( x/y \) comes later in \( F_n \) than \( h/k \). If it is not \( h'/k' \), it comes later than \( h'/k' \), and

\[
\begin{align*}
x - h & \geq \frac{kx - h'y}{k'y} \geq \frac{1}{k'y}, \\
y - k & \geq \frac{kh' - hk'}{kk'} \geq \frac{1}{kk'}.
\end{align*}
\]

Hence

\[
\frac{1}{k'y} = \frac{kx - h'y}{k'y} = \frac{x}{y} + \frac{1}{k'y} = \frac{k + y}{kk'y} > \frac{n}{kk'y} \geq \frac{1}{k'y},
\]

by (3.4.2). This is a contradiction, and therefore \( x/y \) must be \( h'/k' \), and \( kh' - hk' = 1 \).

Thus, to find the successor of \( \frac{4}{9} \) in \( F_{13} \), we begin by finding some solution \((x_0, y_0)\) of \( 9x - 4y = 1 \), e.g. \( x_0 = 1, y_0 = 2 \). We then choose \( r \) so that \( 2 + 9r \) lies between \( 13 - 9 = 4 \) and 13. This gives \( r = 1, x = 1 + 4r = 5, y = 2 + 9r = 11 \), and the fraction required is \( \frac{5}{11} \).

3.5. The integral lattice. Our third and last proof depends on simple but important geometrical ideas.

Suppose that we are given an origin 0 in the plane and two points \( P, Q \) not collinear with 0. We complete the parallelogram \( OPQR \), produce its aides indefinitely, and draw the two systems of equidistant parallels of which \( OP, QR \) and \( OQ, PR \) are consecutive pairs, thus dividing the plane into an infinity of equal parallelograms. Such a figure is called a lattice (Gitter).

A lattice is a figure of lines. It defines a figure of points, viz. the system of points of intersection of the lines, or lattice points. Such a system we call a point-lattice.

Two different lattices may determine the same point-lattice; thus in Fig. 1 the lattices based on \( OP, OQ \) and on \( OP, OR \) determine the same system of points. Two lattices which determine the same point-lattice are said to be equivalent.

It is plain that any lattice point of a lattice might be regarded as the origin 0, and that the properties of the lattice are independent of the choice of origin and symmetrical about any origin.

One type of lattice is particularly important here. This is the lattice which is formed (when the rectangular coordinate axes are given) by parallels to the axes at unit distances, dividing the plane into unit squares. We call this the fundamental lattice \( L \), and the point-lattice which it determines, viz. the system of points \((x, y)\) with integral coordinates, the fundamental point-lattice \( A \).
Any point-lattice may be regarded as a system of numbers or vectors, the complex coordinates \( x + iy \) of the lattice points or the vectors to these points from the origin. Such a system is plainly a modulus in the sense of §2.9. If \( P \) and \( Q \) are the points \((x_1, y_1)\) and \((x_2, y_2)\), then the coordinates of any point \( S \) of the lattice based upon \( OP \) and \( OQ \) are

\[
x = mx_1 + nx_2, \quad y = my_1 + ny_2,
\]
where \( m \) and \( n \) are integers; or if \( z_1 \) and \( z_2 \) are the complex coordinates of \( P \) and \( Q \), then the complex coordinate of \( S \) is

\[
z = mz_1 + nz_2.
\]

3.6. Some simple properties of the fundamental lattice. (1) We now consider the transformation defined by

\[
(3.6.1) \quad x' = ax + by, \quad y' = cx + dy,
\]
where \( a, b, c, d \) are given, positive or negative, integers. It is plain that any point \((x, y)\) of \( A \) is transformed into another point \((x', y')\) of \( A \).

Solving (3.6.1) for \( x \) and \( y \), we obtain

\[
(3.6.2) \quad x = \frac{dx' - by'}{ad - bc}, \quad y = \frac{cx' - ay'}{ad - bc}.
\]

If

\[
(3.6.3) \quad A = ad - bc = \pm 1,
\]
then any integral values of \( x' \) and \( y' \) give integral values of \( x \) and \( y \), and every lattice point \((x', y')\) corresponds to a lattice point \((x, y)\). In this case \( A \) is transformed into itself.

Conversely, if \( A \) is transformed into itself, every integral \((x', y')\) must give an integral \((x, y)\). Taking in particular \((x', y')\) to be \((1, 0)\) and \((0, 1)\), we see that

\[
\Delta \mid d, \quad \Delta \mid b, \quad \Delta \mid c, \quad \Delta \mid a,
\]
and so

\[
\Delta^2 \mid ad - bc, \quad \Delta^2 \mid \Delta.
\]
Hence \( A = \pm 1 \).
We have thus proved

**Theorem 32.** A necessary and **sufficient** condition that the transformation (3.6.1) should **transform** $A$ into **itself** is that $A = \varepsilon I$.

We call such a transformation **unimodular**.

(2) Suppose now that $P$ and $Q$ are the lattice points $(a, c)$ and $(b, d)$ of $A$. The **area** of the parallelogram defined by $OP$ and $OQ$ is

$$
\delta = \pm (ad - bc) = |ad - bc|,
$$

the sign being chosen to make $\delta$ positive. The points $(x', y')$ of the lattice $\Lambda'$ based on $OP$ and $OQ$ are given by

$$
x' = xa + yb, \quad y' = xc + yd,
$$

where $x$ and $y$ are arbitrary integers. After Theorem 32, a necessary and sufficient condition that $\Lambda'$ should be identical with $A$ is that $\delta = 1$.

**Theorem 33.** A necessary and **sufficient** condition that the lattice $L'$ based **upon** $OP$ and $OQ$ should be equivalent to $L$ is that the **area** of the parallelogram **defined** by $OP$ and $OQ$ should be unity.
(3) We call a point \( P \) of \( \Lambda \) visible (i.e. visible from the origin) if there is no point of \( \Lambda \) on \( OP \) between 0 and \( P \). In order that \((x, y)\) should be visible, it is necessary and sufficient that \( x/y \) should be in its lowest terms, or \((x, y) = 1\).

**Theorem 34.** Suppose that \( P \) and \( Q \) are visible points of \( \Lambda \), and that \( \delta \) is the area of the parallelogram \( J \) defined by \( OP \) and \( OQ \). Then

(i) if \( \delta = 1 \), there is no point of \( \Lambda \) inside \( J \);

(ii) if \( \delta > 1 \), there is at least one point of \( \Lambda \) inside \( J \), and, unless that point is the intersection of the diagonals of \( J \), at least two, one in each of the triangles into which \( J \) is divided by \( PQ \).

There is no point of \( \Lambda \) inside \( J \) if and only if the lattice \( L' \) based on \( OP \) and \( OQ \) is equivalent to \( L \), i.e. if and only if \( \delta = 1 \). If \( \delta > 1 \), there is at least one such point \( S \). If \( R \) is the fourth vertex of the parallelogram \( J \), and \( RT \) is parallel and equal to \( OS \), but with the opposite sense, then (since the properties of a lattice are symmetrical, and independent of the particular lattice point chosen as origin) \( T \) is also a point of \( \Lambda \), and there are at least two points of \( \Lambda \) inside \( J \) unless \( T \) coincides with \( S \). This is the special case mentioned under (ii).

The different cases are illustrated in Figs. 2 a, 2 b, 2 c.

**3.7. Third proof of Theorems 28 and 29.** The fractions \( \frac{h}{k} \) with

\[
0 \leq h \leq k \leq n, \quad (h, k) = 1
\]

are the fractions of \( \mathcal{F}_n \), and correspond to the visible points \((k, h)\) of \( \Lambda \) inside, or on the boundary of, the triangle defined by the lines \( y = 0 \), \( y = x \), \( x = n \).

If we draw a ray through 0 and rotate it round the origin in the counter-clockwise direction from an initial position along the axis of \( x \), it will pass in turn through each point \((k, h)\) representative of a Farey fraction. If \( P \) and \( P' \) are points \((k, h)\) and \((k', h')\) representing consecutive fractions, there is no representative point inside the triangle \( OPP' \) or on the join \( PP' \), and therefore, by Theorem 34,

\[
kh' - h k' = 1.
\]

**3.8. The Farey dissection of the continuum.** It is often convenient to represent the real numbers on a circle instead of, as usual, on a straight line, the object of the circular representation being to eliminate integral parts. We take a circle \( C \) of unit circumference, and an arbitrary point 0 of the circumference as the representative of 0, and represent \( x \) by the point \( P_x \) whose distance from 0, measured round the circumference in the counter-clockwise direction, is \( x \). Plainly all
integers are represented by the same point 0, and numbers which differ by an integer have the same representative point.

It is sometimes useful to divide up the circumference of C in the following manner. We take the Farey series $\mathcal{F}_n$, and form all the medians

$$\mu = \frac{h + h'}{k + k'}$$

of successive pairs $h/k, h'/k'$. The first and last medians are

$$\frac{0+1}{1+n} = \frac{1}{n+1}, \quad \frac{n-1+1}{n+1} = \frac{n}{n+1}.$$ 

The medians naturally do not belong themselves to $\mathcal{F}_n$.

We now represent each mediant $\mu$ by the point $P_\mu$. The circle is thus divided up into arcs which we call Farey arcs, each bounded by two points $P_\mu$ and containing one Farey point, the representative of a term of $\mathcal{F}_n$. Thus

$$\left(\frac{n}{n+1}, \frac{1}{n+1}\right)$$

is a Farey arc containing the one Farey point 0. The aggregate of Farey arcs we call the Farey dissection of the circle.

In what follows we suppose that $n > 1$. If $P_{h/k}$ is a Farey point, and $h_1/k_1, h_2/k_2$ are the terms of $\mathcal{F}_n$ which precede and follow $h/k$, then the Farey arc round $P_{h/k}$ is composed of two parts, whose lengths are

$$\frac{h}{k} - \frac{h_1}{k + k_1} = \frac{1}{k(k + k_1)}, \quad \frac{h + h_2}{k + k_2} - \frac{h}{k} = \frac{1}{k(k + k_2)}$$

respectively. Now $k + k_1 < 2n$, since $k$ and $k_1$ are unequal (Theorem 31) and neither exceeds $n$; and $k + k_2 > n$, by Theorem 30. We thus obtain

**Theorem 35.** In the Farey dissection of order $n$, where $n > 1$, each part of the arc which contains the representative of $h/k$ has a length between

$$\frac{1}{k(2n-1)}, \quad \frac{1}{k(n+1)}.$$ 

The dissection, in fact, has a certain 'uniformity' which explains its importance.

We use the Farey dissection here to prove a simple theorem concerning the approximation of arbitrary real numbers by rationals, a topic to which we shall return in Ch. XI.

**Theorem 36.** If $\xi$ is any real number, and $n$ a positive integer, then there is an irreducible fraction $h/k$ such that

$$0 < k \leq n, \quad \left|\xi - \frac{h}{k}\right| \leq \frac{1}{k(n+1)}.$$ (3.8.1)
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We may suppose that \(0 < \xi < 1\). Then \(\xi\) falls in an interval bounded by two successive fractions of \(\mathcal{F}_n\), say \(h/k\) and \(h'/k'\), and therefore in one of the intervals

\[
\left(\frac{h}{k}, \frac{h+h'}{k+k'}\right), \quad \left(\frac{h+h'}{k+k'}, \frac{h'}{k'}\right).
\]

Hence, after Theorem 35, either \(h/k\) or \(h'/k'\) satisfies the conditions: \(h/k\) if \(\xi\) falls in the first interval, \(h'/k'\) if it falls in the second.

3.9. A theorem of Minkowski. If \(P\) and \(Q\) are points of \(A, P'\) and \(Q'\) the points symmetrical to \(P\) and \(Q\) about the origin, and we add to the parallelogram \(J\) of Theorem 34 the three parallelograms based on \(OQ, OP'\), on \(OP', OQ'\), and on \(OQ', OP\), we obtain a parallelogram \(K\) whose centre is the origin and whose area \(4\delta\) is four times that of \(J\). If \(\delta\) has the value 1 (its least possible value) there are points of \(A\) on the boundary of \(K\), but none, except 0, inside. If \(\delta > 1\), then there are points of \(A,\) other than 0, inside \(K\). This is a very special case of a famous theorem of Minkowski, which asserts that the same property is possessed, not only by any parallelogram symmetrical about the origin (whether generated by points of \(A\) or not), but by any ‘convex region’ symmetrical about the origin.

An open region \(R\) is a set of points with the properties (1) if \(P\) belongs to \(R\), then all points of the plane sufficiently near to \(P\) belong to \(R\), (2) any two points of \(R\) can be joined by a continuous curve lying entirely in \(R\). We may also express (1) by saying that any point of \(R\) is an interior point of \(R\). Thus the inside of a circle or a parallelogram is an open region. The boundary \(C\) of \(R\) is the set of points which are limit points of \(R\) but do not themselves belong to \(R\). Thus the boundary of a circle is its circumference. A closed region \(R^*\) is an open region \(R\) together with its boundary. We consider only bounded regions.

There are two natural definitions of a convex region, which may be shown to be equivalent. First, we may say that \(R\) (or \(R^*\)) is convex if every point of any chord of \(R\), i.e., of any line joining two points of \(R\), belongs to \(R\). Secondly, we may say that \(R\) (or \(R^*\)) is convex if it is possible, through every point \(P\) of \(C\), to draw at least one line \(l\) such that the whole of \(R\) lies on one side of \(l\). Thus a circle and a parallelogram are convex; for the circle, \(l\) is the tangent at \(P\), while for the parallelogram every line \(l\) is a side except at the vertices, where there are an infinity of lines with the property required.

It is easy to prove the equivalence of the two definitions. Suppose first that \(R\) is convex according to the second definition, that \(P\) and \(Q\) belong to \(R\), and that a point \(S\) of \(PQ\) does not. Then there is a point \(T\) of \(C\) (which may be at least

...
itself) on PS, and a line \( l \) through \( T \) which leaves \( R \) entirely on one side; and, since all points sufficiently near to \( P \) or \( Q \) belong to \( R \), this is a contradiction.

Secondly, suppose that \( R \) is convex according to the first definition and that \( P \) is a point of \( C \); and consider the set \( L \) of lines joining \( P \) to points of \( R \). If \( Y_1 \) and \( Y_2 \) are points of \( R \), and \( Y \) is a point of \( Y_1 Y_2 \), then \( Y \) is a point of \( R \) and \( PY \) a line of \( L \). Hence there is an angle \( APB \) such that every line from \( P \) within \( APB \), and no line outside \( APB \), belongs to \( L \). If \( APB > \pi \), then there are points \( D, E \) of \( R \) such that \( DE \) passes through \( P \), in which case \( P \) belongs to \( R \) and not to \( C \), a contradiction. Hence \( APB \leq \pi \). If \( APB = \pi \), then \( AB \) is a line \( l \); if \( APB < \pi \), then any line through \( P \), outside the angle, is a line \( l \).

It is plain that convexity is invariant for translations and for magnifications about a point 0.

A convex region \( R \) has an area (definable, for example, as the upper bound of the areas of networks of small squares whose vertices lie in \( R \)).

**Theorem 37 (Minkowski's theorem).** Any convex region \( R \) symmetrical about 0, and of area greater than \( 4 \), includes points of \( A \) other than 0.

**3.10. Proof of Minkowski's theorem.** We begin by proving a simple theorem whose truth is 'intuitive'.

**Theorem 38.** Suppose that \( R_0 \) is an open region including 0, that \( R_P \) is the congruent and similarly situated region about any point \( P \) of \( A \), and that no two of the regions \( R_P \) overlap. Then the area of \( R_0 \) does not exceed 1.

The theorem becomes 'obvious' when we consider that, if \( R_0 \) were the square bounded by the lines \( x = \pm \frac{1}{2}, y = \pm \frac{1}{2} \), then the area of \( R_0 \) would be 1 and the regions \( R_P \), with their boundaries, would cover the plane. We may give an exact proof as follows.

Suppose that \( A \) is the area of \( A_n \), and \( A \) the maximum distance of a point of \( C_0 \) from 0; and that we consider the \( (2n+1)^2 \) regions \( R_P \), corresponding to points of \( A \) whose coordinates are not greater numerically than \( n \). All these regions lie in the square whose sides are parallel to the axes and at a distance \( n + A \) from 0. Hence (since the regions do not overlap)

\[
(2n + 1)^2 \Delta \leq (2n + 2A)^2, \quad \Delta \leq \left(1 + \frac{A - \frac{1}{2}}{n + \frac{1}{2}}\right)^2,
\]

and the result follows when we make \( n \) tend to infinity.

It is to be noticed that there is no reference to symmetry or to convexity in Theorem 38.

\[\dagger \text{ We use } C \text{ systematically for the boundary of the corresponding } R.\]
It is now easy to prove Minkowski’s theorem. Minkowski himself
gave two proofs, based on the two definitions of convexity.

(1) Take the first definition, and suppose that \( R_O \) is the result of
contracting \( R \) about 0 to half its linear dimensions. Then the area of
\( R_O \) is greater than 1, so that two of the regions \( R_P \) of Theorem 38
overlap, and there is a lattice-point \( P \) such that \( R_0 \) and \( R_P \) overlap.
Let \( Q \) (Fig. 3a) be a point common to \( R_O \) and \( R_0 \). If \( OQ' \) is equal
and parallel to \( PQ \), and \( Q'' \) is the image of \( Q' \) in 0, then \( Q' \), and there-

\[ \text{(a)} \]

\[ \text{(b)} \]

\[ \text{FIG. 3} \]

fore \( Q'' \), lies in \( R_0 \); and therefore, by the definition of convexity, the
middle point of \( QQ'' \) lies in \( R_0 \). But this point is the middle point of
\( OP \); and therefore \( P \) lies in \( R \).

(2) Take the second definition, and suppose that there is no lattice
point but 0 in \( R \). Expand \( R^* \) about 0 until, as \( R'^* \), it first includes
a lattice point \( P \). Then \( P \) is a point of \( C' \), and there is a line \( l \), say \( l' \),
through \( P \) (Fig. 3b). If \( R_0 \) is \( R' \) contracted about 0 to half its linear
dimensions, and \( l_0 \) is the parallel to \( l \) through the middle point of \( OP \),
then \( l_0 \) is a line \( l \) for \( R_0 \). It is plainly also a line \( l \) for \( R_P \), and leaves
\( R_0 \) and \( R_P \) on opposite sides, so that \( R_0 \) and \( R_P \) do not overlap.
A fortiori \( R_0 \) does not overlap any other \( R_P \), and, since the area of
\( R_0 \) is greater than 1, this contradicts Theorem 38.

There are a number of interesting alternative proofs, of which per-
haps the simplest is one due to Mo-rdell.

If \( R \) is convex and symmetrical about 0, and \( P_1 \) and \( P_2 \) are points
of \( R \) with coordinates \((x_1, y_1)\) and \((x_2, y_2)\), then \((-x_2, -y_2)\), and there-
fore the point \( M \) whose coordinates are \( \frac{1}{2}(x_1 - x_2) \) and \( \frac{1}{2}(y_1 - y_2) \), is also
a point of \( R \).

The lines \( x = 2p/t, y = 2q/t \), where \( t \) is a fixed positive integer and
\( p \) and \( q \) arbitrary integers, divide up the plane into squares, of area
\( 4/t^2 \), whose corners are \((2p/t, 2q/t)\). If \( N(t) \) is the number of corners in
\( R \), and \( A \) the area of \( R \), then plainly \( 4t^{-2}N(t) \to A \) when \( t \to \infty \); and
if \( A > 4 \) then \( N(t) > t^2 \) for large \( t \). But the pairs \((p, q)\) give at most \( t^2 \) different pairs of remainders when \( p \) and \( q \) are divided by \( t \); and therefore there are two points \( P_1 \) and \( P_2 \) of \( R \), with coordinates \( 2p_1/t; 2q_1/t \) and \( 2p_2/t; 2q_2/t \), such that \( p_1 - p_2 \) and \( q_1 - q_2 \) are both divisible by \( t \). Hence the point \( M \), which belongs to \( R \), is a point of \( A \).

3.11. Developments of Theorem 37. There are some further developments of Theorem 37 which will be wanted in Ch. XXIV and which it is natural to prove here. We begin with a general remark which applies to all the theorems of \S\S\ 3.6 and 3.9-10.

We have been interested primarily in the ‘fundamental’ lattice \( L \) (or \( A \)), but we can see in various ways how its properties may be restated as general properties of lattices. We use \( L \) or \( \Lambda \) now for any lattice of lines or points. If it is based upon the points \( 0, P, Q \), as in \S\ 3.5, then we call the parallelogram \( OPRQ \) the fundamental parallelogram of \( L \) or \( A \).

(i) We may set up a system of oblique Cartesian coordinates with \( OP, OQ \) as axes, and agree that \( P \) and \( Q \) are the points \((1,0)\) and \((0,1)\). The area of the fundamental parallelogram is then

\[
\delta = OP \cdot OQ \cdot \sin \omega,
\]

where \( \omega \) is the angle between \( OP \) and \( OQ \). The arguments of \S\ 3.6, interpreted in this system of coordinates, then prove

**Theorem 39.** A necessary and sufficient condition that the transformation \((3.6.1)\) shall transform \( A \) into itself is that \( A = \pm 1 \).

**Theorem 40.** If \( P \) and \( Q \) are any two points of \( A \), then a necessary and sufficient condition that the lattice \( L' \) based upon \( OP \) and \( OQ \) should be equivalent to \( L \) is that the area of the parallelogram defined by \( OP, OQ \) should be equal to that of the fundamental parallelogram of \( A \).

(ii) The transformation

\[
x' = \alpha x + \beta y, \quad y' = \gamma x + \delta y
\]

(\( \alpha, \beta, \gamma, \delta \) are any real numbers)\,+ transforms the fundamental lattice of \( \S\ 3.5 \) into the lattice based upon the origin and the points \((\alpha, \gamma), (\beta, \delta)\). It transforms lines into lines and triangles into triangles. If the triangle \( P_1 P_2 P_3 \), where \( P_i \) is the point \((x_i; y_i)\), is transformed into \( Q_1 Q_2 Q_3 \), then the areas of the triangles are

\[
\begin{pmatrix}
\pm \frac{1}{2} & x_1 & y_1 & 1 \\
52 & x_2 & y_2 & 1 \\
63 & x_3 & y_3 & 1
\end{pmatrix}
\]

\[\dagger\] The \( \delta \) of this paragraph has no connexion with the \( \delta \) of (i), which reappears below.
and
\[
\pm \frac{1}{2} \begin{vmatrix}
\alpha x_1 + \beta y_1 & \gamma x_1 + \delta y_1 & 1 \\
\alpha x_2 + \beta y_2 & \gamma x_2 + \delta y_2 & 1 \\
\alpha x_3 + \beta y_3 & \gamma x_3 + \delta y_3 & 1 \\
\end{vmatrix} = \pm \frac{1}{2}(\alpha \delta - \beta \gamma) \begin{vmatrix}
x_1 & y_1 & 1 \\
x_2 & y_2 & 1 \\
x_3 & y_3 & 1 \\
\end{vmatrix}
\]

Thus areas of triangles are multiplied by the constant factor \(|\alpha \delta - \beta \gamma|\); and the same is true of areas in general, since these are sums, or limits of sums, of areas of triangles.

We can therefore generalize any property of the fundamental lattice by an appropriate linear transformation. The generalization of Theorem 38 is

**Theorem 41.** Suppose that \( \Lambda \) is any lattice with origin 0, and that \( R_0 \) satisfies (with respect to \( A \)) the conditions Stated in Theorem 38. Then the area of \( R_0 \) does not exceed that of the fundamental parallelogram of \( A \).

It is convenient also to give a proof ab initio which we state at length, since we use similar ideas in our proof of the next theorem. The proof, on the lines of (i) above, is practically the same as that in \( \S 3.10 \).

The lines \( x = \pm n, \quad y = \pm n \)
define a parallelogram \( \Pi \) of area \( 4n^2 \delta \), with \((2n+1)^2\) points \( P \) of \( \Lambda \) inside it or on its boundary. We consider the \((2n+1)^2\) regions \( R_P \) corresponding to these points. If \( A \) is the greatest value of \(|x| \) or \(|y| \) on \( C_0 \), then all these regions lie inside the parallelogram \( \Pi' \), of area \( 4(n+A)^2 \delta \), bounded by the lines
\[
\begin{align*}
x &= \pm(n+A), & y &= \pm(n+A); \\
(2n+1)^2 \delta &\leq 4(n+A)^2 \delta.
\end{align*}
\]

Hence, making \( n \to \infty \), we obtain
\[
A \leq \delta.
\]

We need one more theorem which concerns the limiting case \( A = \delta \). We suppose that \( R_0 \) is a parallelogram; what we prove on this hypothesis will be sufficient for our purposes in Ch. XXIV.

We say that two points \((x, y)\) and \((x', y')\) are equivalent with respect to \( L \) if they have similar positions in two parallelograms of \( L \) (so that they would coincide if one parallelogram were moved into coincidence with the other by parallel displacement). If \( L \) is based upon \( OP \) and \( OQ \), and \( P \) and \( Q \) are \((x, y_1)\) and \((x_2, y_2)\), then the conditions that the points \((x, y)\) and \((x', y')\) should be equivalent are that
\[
x' - x = rx_1 + sx_2, \quad y' - y = ry_1 + sy_2,
\]
where \( r \) and \( s \) are integers.
THEOREM 42. If $R_0$ is a parallelogram whose area is equal to that of the fundamental parallelogram of $L$, and there are no two equivalent points inside $R_0$, then there is a point, inside $R_0$ or on its boundary, equivalent to any given point of the plane.

We denote the closed region corresponding to $R_P$ by $R_P^*$. The hypothesis that $R_0$ includes no pair of equivalent points is equivalent to the hypothesis that no two $R_P$ overlap. The conclusion that there is a point of $R_P^*$ equivalent to any point of the plane is equivalent to the conclusion that the $RT$, cover the plane. Hence what we have to prove is that, if $A = \delta$ and the $R_P$ do not overlap, then the $R_P^*$ cover the plane.

Suppose the contrary. Then there is a point $Q$ outside all $R_P^*$. This point $Q$ lies inside or on the boundary of some parallelogram of $L$, and there is a region $D$, in this parallelogram, and of positive area $\eta$, outside all $R_P$; and a corresponding region in every parallelogram of $L$. Hence the area of all $R_P$, inside the parallelogram $\Pi'$ of area $4(n+A)^2\delta$, does not exceed

$$4(\delta-\eta)(n+A+1)^2.$$ 

It follows that $(2n+1)^2\delta \leq 4(\delta-\eta)(n+A+1)^2$; and therefore, making $n \to \infty$,

$$\delta \leq \delta - \eta,$$ 

a contradiction which proves the theorem.

Finally, we may remark that all these theorems may be extended to space of any number of dimensions. Thus if $\Lambda$ is the fundamental point-lattice in three-dimensional space, i.e. the set of points $(x, y, z)$ with integral coordinates, $R$ is a convex region symmetrical about the origin, and of volume greater than $8$, then there are points of $\Lambda$, other than $0$, in $R$. In $n$ dimensions $8$ must be replaced by $2^n$. We shall say something about this generalization, which does not require new ideas, in Ch. XXIV.

NOTES ON CHAPTER III

§ 3.1. The history of ‘Farey series’ is very curious. Theorems 28 and 29 seem to have been stated and proved first by Haros in 1802; see Dickson, History, i. 156. Farey did not publish anything on the subject until 1816, when he stated Theorem 29 in a note in the Philosophical Magazine. He gave no proof, and it is unlikely that he had found one, since he seems to have been at the best an indifferent mathematician.

Cauchy, however, saw Farey’s statement, and supplied the proof (Exercices de mathématiques, i. 114–16). Mathematicians generally have followed Cauchy’s
example in attributing the results to Farey, and the series will no doubt continue to bear his name.

Farey has a notice of twenty lines in the Dictionary of national biography, where he is described as a geologist. As a geologist he is forgotten, and his biographer does not mention the one thing in his life which survives.

§ 3.3. Hurwitz, Math. Annalen, 44 (1894), 417-36.

§ 3.4. Landau, Vorlesungen, i. 98-100.

§§ 3.5-7. Here we follow the lines of a lecture by Professor Pólya.

§ 3.8. For Theorem 36 see Landau, Vorlesungen, i. 100.

§ 3.9. The reader need not pay much attention to the definitions of 'region', 'boundary', etc., given in this section if he does not wish to; he will not lose by thinking in terms of elementary regions such as parallelograms, polygons, or ellipses. Convex regions are simple regions involving no 'topological' difficulties. That a convex region has an area was first proved by Minkowski (Geometrie der Zahlen, Kap. 2).

§ 3.10. Minkowski's first proof will be found in Geometrie der Zahlen, 73-76, and his second in Diophantische Approximationen, 28-30. Mordell's proof was given in Compositio Math. 1 (1934), 248-53. Another interesting proof is that by Hajós, Acta Univ. Hungaricae (Szegod), 6 (1934), 224-5: this was set out in full in the first edition of this book.
4.1. Some generalities. The theory of ‘irrational number’, as explained in textbooks of analysis, falls outside the range of arithmetic. The theory of numbers is occupied, first with integers, then with rationals, as relations between integers, and then with irrationals, real or complex, of special forms, such as

\[ r + s\sqrt{2}, \quad r + s\sqrt{-5}, \]

where \( r \) and \( s \) are rational. It is not properly concerned with irrationals as a whole or with general criteria for irrationality (though this is a limitation which we shall not always respect).

There are, however, many problems of irrationality which may be regarded as part of arithmetic. Theorems concerning rationals may be restated as theorems about integers; thus the theorem

\[ r^3 + s^3 = 3 \]

may be restated in the form

\[ a^3d^3 + b^3c^3 = 3b^3d^3 \]

and the same is true of many theorems in which ‘irrationality’ intervenes. Thus

\((P)\) \[ \sqrt{2} \text{ is irrational} \]

\((Q)\) \[ \alpha^2 = 2\beta^2 \text{ is insoluble in integers} \],

and then appears as a properly arithmetical theorem. We may ask ‘is \( \sqrt{2} \) irrational?’ without trespassing beyond the proper bounds of arithmetic, and need not ask ‘what is the meaning of \( \sqrt{2} \) ?’ We do not require any interpretation of the isolated symbol \( \sqrt{2} \), since the meaning of \( (P) \) is defined as a whole and as being the same as that of \( (Q) \).†

In this chapter we shall be occupied with the problem

\[ \text{is } x \text{ rational or irrational?}, \]

\( x \) being a number which, like \( \sqrt{2}, \ e, \) or \( \pi \), makes its appearance naturally in analysis.

4.2. Numbers known to be irrational. The problem which we are considering is generally difficult, and there are few different types of numbers \( x \) for which the solution has been found. In this chapter

† In short \( \sqrt{2} \) may be treated here as an ‘incomplete symbol’ in the sense of Principia Mathematica.
we shall confine our attention to a few of the simplest cases, but it may be convenient to begin by a rough general statement of what is known. The statement must be rough because any more precise statement requires ideas which we have not yet defined.

There are, broadly, among numbers which occur naturally in analysis, two types of numbers whose irrationality has been established.

(a) Algebraic irrationals. The irrationality of $\sqrt{2}$ was proved by Pythagoras or his pupils, and later Greek mathematicians extended the conclusion to $\sqrt{3}$ and other square roots. It is now easy to prove that

$$\frac{m}{\sqrt{N}}$$

is generally irrational for integral $m$ and $N$. Still more generally, numbers defined by algebraic equations with integral coefficients, unless 'obviously' rational, can be shown to be irrational by the use of a theorem of Gauss. We prove this theorem (Theorem 45) in § 4.3.

(b) The numbers $e$ and $\pi$ and numbers derived from them. It is easy to prove $e$ irrational (see § 4.7); and the proof, simple as it is, involves the ideas which are most fundamental in later extensions of the theorem. $\pi$ is irrational, but of this there is no really simple proof. All powers of $e$ or $\pi$, and polynomials in $e$ or $\pi$ with rational coefficients, are irrational. Numbers such as

$$e^{\sqrt{2}}, \quad e^{\sqrt{5}}, \quad \sqrt{7}e^{\sqrt{2}}, \quad \log 2$$

are irrational. We shall return to this subject in Ch. XI (§§ 11.13-14).

It was not until 1929 that theorems were discovered which go beyond those of §§ 11.13-14 in any very important way. It has been shown recently that further classes of numbers, in which

$$e^\pi, \quad 2^{\sqrt{2}}, \quad en$$

are included, are irrational. The irrationality of such numbers as

$$2^e, \quad \pi^e, \quad \pi^{\sqrt{2}},$$

or 'Euler's constant'† $\gamma$ is still unproved.

4.3. The theorem of Pythagoras and its generalizations. We shall begin by proving

**Theorem 43 (Pythagoras' Theorem).** $\sqrt{2}$ is irrational.

We shall give three proofs of this theorem, two here and one in § 4.6. The theorem and its simplest generalizations, though trivial now, deserve intensive study. The old Greek theory of proportion was based on the

$$\gamma = \lim_{n \to \infty} \left( 1 + \frac{1}{2} + \ldots + \frac{1}{n} - \log n \right)$$
hypothesis that magnitudes of the same kind were necessarily commensurable, and it was the discovery of Pythagoras which, by exposing the inadequacy of this theory, opened the way for the more profound theory of Eudoxus which is set out in Euclid v.

(a) First proof. The traditional proof ascribed to Pythagoras runs as follows. If \( \sqrt{2} \) is rational, then the equation

\[ a^2 = 2b^2 \]

is soluble in integers \( a, b \) with \( (a, b) = 1 \). Hence \( a^2 \) is even, and therefore \( a \) is even. If \( a = 2c \), then \( 4c^2 = 2b^2 \), \( 2c^2 = b^2 \), and \( b \) is also even, contrary to the hypothesis that \( (a, b) = 1 \).

(b) Second proof. It follows from (4.3.1) that \( b^2 \), and a fortiori that \( p^2 \) for any prime factor \( p \) of \( b \). Hence \( p^2 \) a. Since \( (a, b) = 1 \), this is impossible. Hence \( b = 1 \) and \( 2 \) is the square of an integer \( a \), which is false.

The two proofs are very similar, but there is an important difference. In (a) we consider divisibility by \( 2 \), a given number; in (b) we consider divisibility by the unknown number \( b \). For this reason (a) is, as we shall see in a moment, the logically simpler proof, while (b) lends itself more readily to generalization.

Similar arguments prove the more general

**Theorem 44.** \( m\sqrt{N} \) is irrational, unless \( N \) is the \( m \)-th power of an integer \( n \).

The proofs corresponding to (a) and (b) above may be stated thus.

(a) Suppose that

\[
(4 \cdot 3 \cdot 2)
\]

\[ a^m = Nb^m \]

where \( (a, b) = 1 \). If \( p \) is any prime factor of \( N \), then \( p \) \( a^m \) and therefore \( p \) \( a \). If \( p^s \) is the highest power of \( p \) which divides \( a \), so that

\[ a = p^s \alpha, \quad p \nmid \alpha, \]

then

\[ p^{sm\alpha^m} = Nb^m. \]

But \( p \nmid b \) and \( p \nmid \alpha \), and therefore \( N \) is divisible by \( p^{sm} \) and by no higher power of \( p \). Since this is true of all prime factors of \( N \), \( N \) is an \( m \)th power.

(b) It follows from (4.3.2) that \( b^m \), and \( p \) \( a^m \) for every prime factor \( p \) of \( b \). Hence \( p^2 \) \( a \), and from this it follows as before that \( b = 1 \). It will be observed that this proof is almost the same as the second proof of Theorem 43, whereas (a) has become noticeably more complex.
A still more general theorem is

**Theorem 45.** *If $x$ is a root of an equation*

$$x^m + c_1 x^{m-1} + \ldots + c_m = 0,$$

*with integral coefficients of which the first is unity, then $x$ is either integral or irrational.*

In the particular case in which the equation is

$$x^m - N = 0,$$

Theorem 45 reduces to Theorem 44.

We may plainly suppose that $c_m \neq 0$. We argue as under (b) above.

If $x = a/b$, where $(a, b) = 1$, then

$$a^m + c_1 a^{m-1}b + \ldots + c_m b^m = 0.$$  

Hence $b \ a^m$, and from this it follows as before that $b = 1$.

**4.4. The use of the fundamental theorem in the proofs of Theorems 43-45.** It is important, in view of the historical discussion in the next section, to observe what use is made, in the proofs of § 4.3, of the fundamental theorem of arithmetic or of the 'equivalent' Theorem 3.

The critical inference, in either proof of Theorem 44, is

"$p \mid a^m \Rightarrow p \mid a$."  

Here we use Theorem 3. The same remark applies to the second proof of Theorem 43, the only simplification being that $m = 2$. In all these proofs Theorem 3 plays an essential part.

The situation is different in the first proof of Theorem 43, since here we are considering divisibility by the special number 2. We need $'2 \mid a^2 \Rightarrow 2 \mid a'$, and this can be proved by 'enumeration of cases' and without an appeal to Theorem 3. Since

$$(2m+1)^2 = 4m^2 + 4m + 1,$$

the square of an odd number is odd, and the conclusion follows.

Similarly, we can dispense with Theorem 3 in the proof of Theorem -44 for any special $m$ and N. Suppose, for example, that $m = 2$, $N = 5$. We need $'5 \mid a^2 \Rightarrow 5 \mid a'$. Now any number a which is not a multiple of 5 is of one of the forms

$$5m + 1, \quad 5m + 2, \quad 5m + 3, \quad 5m + 4,$$

and the squares of these numbers leave remainders

$$1, \quad 4, \quad 4, \quad 1$$

after division by 5.
If \( m = 2, N = 6 \), we argue with 2, the smallest prime factor of 6, and the proof is almost identical with the first proof of Theorem 43. With \( m = 2 \) and

\[
N = 2, 3, 5, 6, 7, 8, 10, 11, 12, 13, 14, 15, 17, 18
\]

we argue with the divisors

\[
2, 3, 5, 2, 7, 4, 2, 11, 3, 13, 2, 3, 17, 2,
\]

the smallest prime factors of \( N \) which occur in odd multiplicity or, in the case of 8, an appropriate power of this prime factor. It is instructive to work through some of these cases; it is only when \( N \) is prime that the proof runs exactly according to the original pattern, and then it becomes tedious for the larger values of \( N \).

We can deal similarly with cases such as \( m = 3, N = 2, 3, \) or 5; but we confine ourselves to those which are relevant in §§ 4.5-6.

4.5. A historical digression. There is a curious historical puzzle on which the preceding discussion throws a good deal of light.

It is unknown when, or by whom, the ‘theorem of Pythagoras’ was discovered. ‘The discovery’, says Heath,† ‘can hardly have been made by Pythagoras himself, but it was certainly made in his school.’ Pythagoras lived about 570-490 B.C. Democritus, born about 470, wrote ‘on irrational lines and solids’, and ‘it is difficult to resist the conclusion that the irrationality of \( \sqrt{2} \) was discovered before Democritus’ time’.

It would seem that no extension of the theorem was made for over fifty years. There is a famous passage in Plato’s Theaetetus in which it is stated that Theodorus (Plato’s teacher) proved the irrationality of \( \sqrt{3}, \sqrt{5}, \ldots \), ‘taking all the separate cases up to the root of 17 square feet, at which point, for some reason, he stopped’. We have no accurate information about this or other discoveries of Theodorus, but Plato lived 429-348, and it seems reasonable to date this discovery about 410-400.

The question how Theodorus proved his theorems has exercised the ingenuity of every historian. It would be natural to conjecture that he used some modification of the ‘traditions1 method of Pythagoras, such as those which we discussed in the last section. In that case, since he cannot have known the fundamental theorem,‡ and it is unlikely that

† Sir Thomas Heath, A manual of Greek mathematics, 54-55. In what follows passages in inverted commas, unless attributed to other writers, are quotations from this book.
‡ See Ch. XII, § 12.5, for some further discussion of this point.
he knew even Euclid's Theorem 3, he must have argued much as we argued at the end of § 4.4.

Some historians, however, such as Zeuthen and Heath, have objected to this conjecture on other grounds. Thus Heath remarks that 'the objection to this conjecture as to the nature of Theodorus' proof is that it is so easy an adaptation of the traditional proof regarding $\sqrt{2}$ that it would hardly be important enough to mention as a new discovery' and that 'it would be clear, long before $\sqrt{17}$ was reached, that it is generally applicable . . .'; and regards these objections as 'difficult to meet'.

Zeuthen assumes '(a) that the method of proof used by Theodorus must have been sufficiently original to call for special notice from Plato, and (b) that it must have been of such a kind that the application of it to each surd required to be set out separately in consequence of the variations in the numbers entering into the proofs'; and considers that 'neither of these conditions is satisfied by the hypothesis of mere adaptation to $\sqrt{3}, \sqrt{5}, \ldots$ of the traditional proof with regard to $\sqrt{2}$'.

On these grounds he puts forward an entirely different hypothesis about the nature of Theodorus' proof.

The method of proof suggested by Zeuthen is most interesting,† and his hypothesis may be correct. But it should be clear by now that (whatever the historical truth may be) the reasons advanced by Zeuthen and Heath are quite unconvincing. To prove Theodorus' theorems, as we proved them in § 4.4, and without assuming any general theorem such as Theorem 3, requires a good deal more than a 'trivial' variation of the Pythagorean proof. If Theodorus proved them thus, then his work fully satisfied Zeuthen's criteria; it was certainly original enough to 'call for special notice from Plato', and it did require 'to be set out separately' in every case. By the time Theodorus had finished with 17, he may well have been quite tired; it would be what he had done and not what he had not done that should fill us with surprise.

4.6. Geometrical proofs of the irrationality of $\sqrt{2}$ and $\sqrt{5}$. The proofs suggested by Zeuthen vary from number to number, and the variations depend at bottom on the form of the periodic continued

† We give two examples of it in § 4.6.
fraction† which represents \( \sqrt{N} \). We take as typical the simplest case (\( N = 5 \)) and the lowest case (\( N = 2 \)).

(a) \( N = 5 \). We argue in terms of

\[
x = \frac{1}{2}(\sqrt{5} - 1).
\]

Then

\[
x^2 = 1 - x.
\]

Geometrically, if \( AB = 1 \), \( AC = x \), then

\[
AC^2 = AB \cdot CB
\]

and \( AB \) is divided ‘in golden section’ by \( C \). These relations are fundamental in the construction of the regular pentagon inscribed in a circle (Euclid iv. 11).

If we divide 1 by \( x \), taking the largest possible integral quotient, viz. \( 1 \), the remainder is \( 1 - x = x^2 \). If we divide \( x \) by \( x^2 \), the quotient is again 1 and the remainder is \( x - x^2 = x^3 \). We next divide \( x^2 \) by \( x^3 \), and continue the process indefinitely; at each stage the ratios of the number divided, the divisor, and the remainder are the same. Geometrically, if we take \( CC \), equal and opposite to \( CB \), \( CA \) is divided at \( C_1 \) in the same ratio as \( AB \) at \( C \), i.e., in golden section; if we take \( C_1C_2 \) equal and opposite to \( C_1A \), then \( C_1C \) is divided in golden section at \( C_2 \); and so on. || Since we are dealing at each stage with a segment divided in the same ratio, the process can never end.

It is easy to see that this contradicts the hypothesis of the rationality of \( x \). If \( x \) is rational, then \( AB \) and \( AC \) are integral multiples of the same length \( \delta \), and the same is true of

\[
C_1C = CB = AB - AC, \quad C_1C_2 = AC_1 = AC - C_1C, \quad \ldots
\]

i.e. of all the segments in the figure. Hence we can construct an infinite sequence of descending integral multiples of \( \delta \); and this is plainly impossible.

(b) \( N = 2 \). This case is best treated by a two-dimensional argument.

Let \( AB \), \( AC \) be two sides of a unit square \( ABDC \); take \( BD_1 = AB \) along the diagonal \( BC \); and let the perpendicular to \( BC \) at \( D_1 \) meet \( AC \) in \( B_1 \). The elementary properties of triangles show that

\[
AB_1 = B_1D_1 = D_1C.
\]

† See Ch. X. § 10.12. ‡ Since \( 1 < x < 1 \).

∥ \( C_3C_3 \) equal and opposite to \( C_2C \), \( C_3C_4 \) equal and opposite to \( C_3C_1 \),... . The New segments defined are measured alternately to the left and the right.
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We now complete the square $A, B_1 D_1 C$ and repeat the construction, taking

$$B_1 D_2 = A_1 B_1, \quad B_2 D_3 = A, \quad B_2, \ldots$$

as indicated in the figure. Each square constructed is dissected in the same proportions, and the process cannot end.

![Diagram](image)

If $\sqrt{2}$ were rational, i.e. if $AC$ and $BC$ were integral multiples of the same length $\delta$, the same would be true of

$$A_1 B_1 = D_1 C = BC - BD = BC - AC$$

and of

$$B_1 C = AC - AB = AC - B_1 D_1 = AC - A, \quad B,$$

and so, by repetition of the argument, of all the segments in the figure; and plainly we should arrive at the same contradiction as before.

4.7. Some more irrational numbers. We know, after Theorem 44, that

$$\sqrt{7}, \quad \frac{3}{2}, \quad \frac{4}{11}, \ldots$$

are irrational. After Theorem 45,

$$x = \sqrt{2} + \sqrt{3}$$

is irrational, since it is not an integer and satisfies

$$x^4 - 10x^2 + 1 = 0.$$  

We can construct irrationals freely by means of decimals or continued fractions, as we shall see in Chs. IX and X; but it is not easy, without theorems such as we shall prove in §§ 11.13-14, to add to our list many of the numbers which occur naturally in analysis.

Theorem 46. $\log_{10} 2$ is irrational.

This is trivial, since

$$\log_{10} 2 = \frac{a}{b}$$
involves $2^b = 10^a$, which is impossible. More generally $\log_n m$ is irrational if $m$ and $n$ are integers, one of which has a prime factor which the other lacks.

**Theorem 47.** $e$ is irrational.

Let us suppose $e$ rational, so that $e = a/b$ where $a$ and $b$ are integers. If $k \geq b$ and

$$
\alpha = k! \left( e - 1 - \frac{1}{1!} - \frac{1}{2!} - \cdots - \frac{1}{k!} \right),
$$

then $b$ $k!$ and $\alpha$ is an integer. But

$$
0 < \alpha = \frac{1}{k+1} + \frac{1}{(k+1)(k+2)} + \cdots < \frac{1}{k+1} + \frac{1}{(k+1)^2} + \cdots = \frac{1}{k}
$$

and this is a contradiction.

In this proof, we assumed the theorem false and deduced that $\alpha$ was (i) integral, (ii) positive, and (iii) less than one, an obvious contradiction. We prove two further theorems by more sophisticated applications of the same idea.

For any positive integer $n$, we write

$$
f = f(x) = \frac{x^n(1-x)^n}{n!} = \frac{1}{n!} \sum_{m=n}^{2n} c_m x^m,
$$

where the $c_m$ are integers. For $0 < x < 1$, we have

(4.7.1) $0 < f(x) < \frac{1}{n!}$.

Again $f(0) = 0$ and $f^{(m)}(0) = 0$ if $n < m$ or $m > 2n$. But, if $n \leq m \leq 2n$,

$$
f^{(m)}(0) = \frac{m!}{n!} c_m,
$$

an integer. Hence $f(x)$ and all its derivatives take integral values at $x = 0$. Since $f(1-x) = f(x)$, the same is true at $x = 1$.

**Theorem 48.** $e^y$ is irrational for every rational $y \neq 0$.

If $y = h/k$ and $e^y$ is rational, so is $e^{ky} = e^h$. Again, if $e$-h is rational, so is $eh$. Hence it is enough to prove that, if $h$ is a positive integer, $e^h$ cannot be rational. Suppose this false, so that $e^h = a/b$ where $a$, $b$ are positive integers. We write

$$
F(x) = h^{2n} f(x) - h^{2n-1} f'(x) + \cdots - h f^{(2n-1)}(x) + f^{(2n)}(x),
$$

so that $P(0)$ and $F(1)$ are integers. We have

$$
\frac{d}{dx} \{e^{hx} F(x) \} = e^{hx} \{ h F(x) + F'(x) \} = h^{2n+1} e^{hx} f(x).
$$
Hence \( b \int_0^1 \frac{h^{2n+1}e^{hx}}{x} \, dx = b\left[ e^{hx}F(x) \right]_0^1 = aF(1) - bF(0) \), an integer. But, by (4.7.1),

\[
0 < b \int_0^1 h^{2n+1}e^{hx} \, dx < \frac{bh^{2n+1}}{n!} < 1
\]

for large enough \( n \), a contradiction.

**Theorem 49.** \( \pi \) and \( \pi^2 \) are irrational.

Suppose \( \pi^2 \) rational, so that \( \pi^2 = a/b \), where \( a, b \) are positive integers. We write

\[
G(x) = b^n\{\pi^{2n}f(x) - \pi^{2n-2}f''(x) + \pi^{2n-4}f^{(4)}(x) - \ldots + (-1)^n f^{(2n)}(x)\},
\]

so that \( G(0) \) and \( G(1) \) are integers. We have

\[
\frac{d}{dx} \{ G'(x) \sin \pi x \} - \pi G(x) \cos \pi x = \{ G''(x) + \pi^2 G(x) \} \sin \pi x = b^n \pi^{2n+2}f(x) \sin \pi x = \pi^2a^n \sin \pi x f(x).
\]

Hence

\[
\pi \int_0^1 a^n \sin \pi x f(x) \, dx = \left[ \frac{G'(x) \sin \pi x}{\pi} - G(x) \cos \pi x \right]_0^1 = G(0) + G(1),
\]

an integer. But, by (4.7.1),

\[
0 < \pi \int_0^1 a^n \sin \pi x f(x) \, dx < \frac{\pi a^n}{n!} < 1
\]

for large enough \( n \), a contradiction.

**Notes on Chapter IV**

§ 4.2. The irrationality of \( e \) and \( \pi \) was proved by Lambert in 1761; and that of \( e^\pi \) by Gelfond in 1929. See the notes on Ch. XI.

§§ 4.3-6. A reader interested in Greek mathematics will find what bibliographical information he requires in Heath’s books referred to on p. 42. We do not give specific references, except when we quote Heath, nor attempt to assign Greek theorems to their real discoverers. Thus we use ‘Pythagoras’ for ‘some mathematician of the Pythagorean school’.

§ 4.3. Theorem 45 is proved, in a more general form, by Gauss, *D.A.*, § 42.

§ 4.6. Our construction in the case \( N = 2 \) follows Rademacher and Toeplitz, 15-17.

§ 4.7. Our proof of Theorem 48 is based on that of Hermite (*Œuvres*, 3, 154) and our proof of Theorem 49 on that of Niven (Bulletin *Amer. Math. Soc.* 53 (1947), 509).
CONGRUENCES AND RESIDUES

5.1. Highest common divisor and least common multiple. We have already defined the highest common divisor \((a, b)\) of two numbers \(a\) and \(b\). There is a simple formula for this number.

We denote by \(\min(x, y)\) and \(\max(x, y)\) the lesser and the greater of \(x\) and \(y\). Thus \(\min(1, 2) = 1\), \(\max(1, 1) = 1\).

**Theorem 50.** If \(a = \prod_p p^{\alpha} \quad (\alpha \geq 0), \uparrow\)

and \(b = \prod_p p^{\beta} \quad (\beta \geq 0),\)

then \((a, b) = \prod_p p^{\min(\alpha, \beta)}\).

This theorem is an immediate consequence of Theorem 2 and the definition of \((a, b)\).

The least common multiple of two numbers \(a\) and \(b\) is the least positive number which is divisible by both \(a\) and \(b\). We denote it by \((a, b)\), so that

\[a \mid \{a, b\}, \quad b \mid \{a, b\},\]

and \((a, b)\) is the least number which has this property.

**Theorem 51.** In the notation of Theorem 50,

\[(a, b) = \prod_p p^{\max(\alpha, \beta)}\]

From Theorems 50 and 51 we deduce

**Theorem 52:** \[
\{a, b\} = \frac{ab}{(a, b)}.
\]

If \((a, b) = 1\), \(a\) and \(b\) are said to be prime to each other or coprime. The numbers \(a, b, c, \ldots, k\) are said to be coprime if every two of them are coprime. To say this is to say much more than to say that

\[(a, b, c, \ldots, k) = 1,\]

which means merely that there is no number but 1 which divides all of \(a, b, c, \ldots, k\).

\[\uparrow\] The symbol \(\prod_p f(p)\)
denotes a product extended over all prime values of \(p\). The symbol \(\prod_{p \mid m} f(p)\)
denotes a product extended over all primes which divide \(m\). In the first formula of Theorem 50, \(\alpha\) is zero unless \(p \mid a\) (so that the product is really a finite product). We might equally well write

\[a = \prod_{p \mid a} p^\alpha\]
in this case every \(\alpha\) would be positive.
5.11

CONGRUENCES AND RESIDUES

We shall sometimes say that ‘a and b have no common factor’ when we mean that they have no common factor greater than 1, i.e. that they are coprime.

5.2. Congruences and classes, of residues. If \( m \) is a divisor of \( x-a \), we say that \( x \) is congruent to \( a \) to modulus \( m \), and write

\[
x \equiv a \pmod{m}.
\]

The definition does not introduce any new idea, since ‘\( x \equiv a \pmod{m} \)’ and ‘\( m \mid x-a \)’ have the same meaning, but each notation has its advantages. We have already used the word ‘modulus’ in a different sense in § 2.9, but the ambiguity will not cause any confusion.†

By \( x \not\equiv a \pmod{m} \) we mean that \( x \) is not congruent to \( a \).

If \( x \equiv a \pmod{m} \), then \( a \) is called a residue of \( x \) to modulus \( m \). If \( 0 \leq a \leq m-1 \), then \( a \) is the least residue‡ of \( x \) to modulus \( m \). Thus two numbers \( a \) and \( b \) congruent \( \pmod{m} \) have the same residues \( \pmod{m} \). A class of residues \( \pmod{m} \) is the class of all the numbers congruent to a given residue \( \pmod{m} \), and every member of the class is called a representative of the class. It is clear that there are in all \( m \) classes, represented by

\[
0, 1, 2, \ldots, m-1.
\]

These \( m \) numbers, or any other set of \( m \) numbers of which one belongs to each of the \( m \) classes, form a complete system of incongruent residues \( \pmod{m} \), or, more shortly, a complete system \( \pmod{m} \).

Congruences are of great practical importance in everyday life. For example, ‘today is Saturday’ is a congruence property \( \pmod{7} \) of the number of days which have passed since some fixed date. This property is usually much more important than the actual number of days which have passed since, say, the creation. Lecture lists or railway guides are tables of congruences; in the lecture list the relevant moduli are 365, 7, and 24.

To find the day of the week on which a particular event falls is to solve a problem in ‘arithmetic \( \pmod{7} \)’. In such an arithmetic congruent numbers are equivalent, so that the arithmetic is a strictly finite science, and all problems in it can be solved by trial. Suppose, for example, that a lecture is given on every alternate day (including Sundays), and that the first lecture occurs on a Monday. When will a lecture first fall on a Tuesday? If this lecture is the \( (x+1) \)th then

\[
2x \equiv 1 \pmod{7};
\]

† The dual use has a purpose because the notion of a ‘congruence with respect to a modulus of numbers’ occurs at a later stage in the theory, though we shall not use it in this book.

‡ Strictly, least non-negative residue.
and we find by trial that the least positive solution is
\[ x = 4. \]
Thus the fifth lecture will fall on a Tuesday and this will be the first
that will do so.

Similarly, we find by trial that the congruence
\[ x^2 \equiv 1 \pmod{8} \]
has just four solutions, namely
\[ x \equiv 1, \ 3, \ 5, \ 7 \pmod{8}. \]

It is sometimes convenient to use the notation of congruences even
when the variables which occur in them are not integers. Thus we may
write
\[ x \equiv y \pmod{z} \]
whenever \( x-y \) is an integral multiple of \( z \), so that, for example,
\[ \frac{3}{2} \equiv \frac{1}{2} \pmod{1}, \quad -\pi \equiv \pi \pmod{2\pi}. \]

5.3. Elementary properties of congruences. It is obvious that
congruences to a given modulus \( m \) have the following properties:

(i) \( a \equiv b \rightarrow b \equiv a \),

(ii) \( a \equiv b \cdot b \equiv c \rightarrow a \equiv c \),

(iii) \( a \equiv a' \cdot b \equiv b' \rightarrow a+b \equiv a'+b' \).

Also, if \( a \equiv a' \), \( b \equiv b' \),... we have

(iv) \( ka + lb + \ldots \equiv ka' + lb' + \ldots \)

(v) \( a^2 \equiv a'^2 \), \( a^3 \equiv a'^3 \),

and so on; and finally, if \( \phi(a, b, \ldots) \) is any polynomial with integral
coefficients, we have

(vi) \( +(a, b, \ldots) \equiv \phi(a', b', \ldots) \).

Theorem 53. If \( a \equiv b \pmod{m} \) and \( a \equiv b \pmod{n} \), then
\[ a \equiv b \pmod{\{m, n\}}. \]

In particular, if \( (m, n) = 1 \), then
\[ a \equiv b \pmod{mn}, \]

This follows from Theorem 50. If \( p^c \) is the highest power of \( p \) which
divides \( \{m, n\} \), then \( p^c \) \( m \) or \( p^c \) \( n \) and so \( p^c \) \( (a-b) \). This is true for every
prime factor of \( \{m, n\} \), and so
\[ a \equiv b \pmod{\{m, n\}}. \]

The theorem generalizes in the obvious manner to any number of
congruences.
5.4. Linear congruences. The properties (i)-(vi) are like those of equations in ordinary algebra, but we soon meet with a difference. It is not true that

\[ ka \equiv ka' \rightarrow a \equiv a'; \]

for example

\[ 2.2 \equiv 2.4 \pmod{4}, \]

but

\[ 2 \not\equiv 4 \pmod{4}. \]

We consider next what is true in this direction.

**Theorem 54.** If \((k, m) = d\), then

\[ ka \equiv ka' \pmod{m} \rightarrow a \equiv a' \left( \mod{\frac{m}{d}} \right), \]

and conversely.

Since \((k, m) = d\), we have

\[ k = k_1 d, \quad m = m_1 d, \quad (k_1, m_1) = 1. \]

Then

\[ \frac{ka - ka'}{m} = \frac{k_1 (a - a')}{m_1}, \]

and, since \((k_1, m_1) = 1, \)

\[ m \equiv ka - ka' \equiv m_1 \equiv a - a'. \]

This proves the theorem. A particular case is

**Theorem 55.** If \((k, m) = 1\), then

\[ ka \equiv ka' \pmod{m} \rightarrow a \equiv a' \pmod{m} \]

and conversely.

**Theorem 56.** If \(a_1, a_2, \ldots, a_n\) is a complete system of incongruent residues \((\pmod{m})\) and \((k, m) = 1\), then \(ka_i, ka_2, \ldots, ka_n\) is also such a system.

For \(ka_i - ka_j \equiv 0 \pmod{m}\) implies \(a_i - a_j \equiv 0 \pmod{m}\), by Theorem 55, and this is impossible unless \(i = j\). More generally, if \((k, m) = 1\), then

\[ ka_r + l \quad (r = 1, 2, 3, \ldots, m) \]

is a complete system of incongruent residues \((\pmod{m})\).

**Theorem 57.** If \((k, m) = d\), then the congruence

\[(5.4.1) \quad kx \equiv 1 \pmod{m}\]

is soluble if and only if \(d | l\). It has then just \(d\) solutions. In particular, if \((k, m) = 1\), the congruence has always just one solution.

The congruence is equivalent to

\[ kx - my = l, \]

\(\dagger\) \(\equiv\) is the symbol of logical equivalence: if \(P\) and \(Q\) are propositions, then \(P \equiv Q\) if \(P \rightarrow Q\) and \(Q \rightarrow P\).
so that the result is partly contained in Theorem 25. It is naturally to be understood, when we say that the congruence has ‘just \( d' \) solutions, that congruent solutions are regarded as the same.

If \( d = 1 \), then Theorem 57 is a corollary of Theorem 56. If \( cl > 1 \), the congruence (5.4.1) is clearly insoluble unless \( d \mid l \). If \( d \mid l \), then

\[
m = dm', \quad k = dk', \quad l = dl',
\]

and the congruence is equivalent to

\[(5.4.2) \quad k'x \equiv l' \pmod{dm'}.
\]

Since \((k',m') = 1\), (5.4.2) has just one solution. If this solution is

\[x \equiv t \pmod{dm'},
\]

then

\[x = t + ym',
\]

and the complete set of solutions of (5.4.1) is found by giving \( y \) all values which lead to values of \( t + ym' \) incongruent to modulus \( m \). Since

\[t + ym' \equiv t + zm' \pmod{m} \quad m'(y-z) \equiv d \quad (y-z),
\]

there are just \( d \) solutions, represented by

\[t, \quad t+m', \quad t+2m', \ldots \quad t+(d-1)m'.
\]

This proves the theorem.

**5.5. Euler's function** \( \phi(m) \). We denote by \( \phi(m) \) the number of positive integers not greater than and prime to \( m \), that is to say the number of integers \( n \) such that

\[0 < n \leq m, \quad (n, m) = 1.\]

If \( a \) is prime to \( m \), then so is any number \( x \) congruent to \( a \pmod{m} \).

There are \( \phi(m) \) classes of residues prime to \( m \), and any set of \( \phi(m) \) residues, one from each class, is called a complete set of residues prime to \( m \). One such complete set is the set of \( \phi(m) \) numbers less than and prime to \( m \).

**Theorem 58.** If \( a, a_2, \ldots, a_{\phi(m)} \) is a complete set of residues prime to \( m \), and \( (k,m) = 1 \), then

\[ka_1, ka_2, \ldots, ka_{\phi(m)}
\]

is also such a set.

For the numbers of the second set are plainly all prime to \( m \), and, as in the proof of Theorem 56, no two of them are congruent.

**Theorem 59.** Suppose that \((m, m') = 1\), and that \( a \) runs through a complete set of residues \( \pmod{m} \), and \( a' \) through a complete set of residues \( \pmod{m'} \). Then \( a'm + am' \) runs through a complete set of residues \( \pmod{mm'} \).

\[\dagger \quad n \] can be equal to \( m \) only when \( n = 1 \). Thus \( \phi(1) = 1 \).
There are \( mm' \) numbers \( a'm + am' \). If
\[
a_1'm + a_1m' \equiv a_2'm + a_2m' \pmod{mm'},
\]
then
\[
a, \ m' \equiv a_2 \ m' \pmod{m},
\]
and so
\[
a, \equiv a_2 \pmod{m};
\]
and similarly
\[
a_1' \equiv a_2' \pmod{m'}.
\]
Hence the \( mm' \) numbers are all incongruent and form a complete set of residues \( \pmod{mm'} \).

A function \( f \) is said to be \textit{multiplicative} if \( (m, m') = 1 \) implies
\[
f(mm') = f(m)f(m').
\]

**Theorem 60.** \( \phi(n) \) is multiplicative.

If \( (m, m') = 1 \), then, by Theorem 59, \( a'm + am' \) runs through a complete set \( \pmod{mm'} \) when \( a \) and \( a' \) run through complete sets \( \pmod{m} \) and \( \pmod{m'} \) respectively. Also
\[
(a'm + am', mm') = 1 \equiv (a'm + am', m) = 1 . (a'm + am', m') = 1
\]
\[
\equiv (am', m) = 1 . (a'm, m') = 1
\]
\[
\equiv (a, m) = 1 . (a', m') = 1.
\]
Hence the \( \phi(mm') \) numbers less than and prime to \( mm' \) are the least positive residues of the \( \phi(m) \phi(m') \) values of \( a'm + am' \) for which \( a \) is prime to \( m \) and \( a' \) to \( m' \); and therefore
\[
\phi(mm') = \phi(m) \phi(m').
\]

Incidentally we have proved

**Theorem 61.** If \( (m, m') = 1 \), \( a \) runs through a complete set of residues prime to \( m \), and \( a' \) through a complete set of residues prime to \( m' \), then \( am' + a'm \) runs through a complete set of residues prime to \( mm' \).

We can now find the value of \( \phi(m) \) for any value of \( m \). By Theorem 60, it is sufficient to calculate \( \phi(m) \) when \( m \) is a power of a prime. Now there are \( p^c - 1 \) positive numbers less than \( p^c \), of which \( p^c - 1 \) are multiples of \( p \) and the remainder prime to \( p \). Hence
\[
\phi(p^c) = p^c - 1 - (p^{c-1} - 1) = p^c(1 - \frac{1}{p});
\]
and the general value of \( \phi(m) \) follows from Theorem 60.

**Theorem 62.** If \( m = \prod p^c \), then
\[
\phi(m) = m \prod_{p|m} \left(1 - \frac{1}{p}\right).
\]
We shall also require

**Theorem 63.** \[ \sum_{d|m} \phi(d) = m. \]

If \( m = \prod p^c \), then the divisors of \( m \) are the numbers \( d = \prod p^{c'} \), where \( 0 \leq c' \leq c \) for each \( p \); and

\[ \Phi(m) = \sum_{d|m} \phi(d) = \sum_{p} \prod \phi(p^c) = \prod_p \{1 + \phi(p) + \phi(p^2) + \ldots + \phi(p^c)\}, \]

by the multiplicative property of \( \phi(m) \). But

\[ 1 + \phi(p) + \ldots + \phi(p^c) = 1 + (p-1) + p(p-1) + \ldots + p^{c-1}(p-1) = p^c, \]

so that

\[ \Phi(m) = \prod p^c = m. \]

**5.6. Applications of Theorems 59 and 61 to trigonometrical sums.** There are certain trigonometrical sums which are important in the theory of numbers and which are either 'multiplicative' in the sense of § 5.5 or possess very similar properties.

We write†

\[ e(\tau) = e^{2\pi i\tau}. \]

we shall be concerned only with rational values of \( \tau \). It is clear that

\[ e\left(\frac{m}{n}\right) = e\left(\frac{m'}{n}\right) \]

when \( m \equiv m' \pmod{n} \). It is this property which gives trigonometrical sums their arithmetical importance.

(1) **Multiplicative property** of Gauss’s sum. Gauss’s sum, which is particularly important in the theory of quadratic residues, is

\[ S(m,n) = \sum_{h=0}^{n-1} e^{2\pi ih^2m/n} = \sum_{h=0}^{n-1} e\left(\frac{h^2m}{n}\right). \]

Since

\[ e\left(\frac{(h+rn)^2m}{n}\right) = e\left(\frac{h^2m}{n}\right) \]

for any \( r \), we have

\[ e\left(\frac{h^2_1m}{n}\right) = e\left(\frac{h^2_2m}{n}\right) \]

whenever \( h_1 \equiv h_2 \pmod{n} \). We may therefore write

\[ S(m,n) = \sum_{h(n)} e\left(\frac{h^2m}{n}\right), \]

the notation implying that \( h \) runs through any complete system of

† Throughout this section \( e^z \) is the exponential function \( e^z = 1 + z + \ldots \) of the complex variable \( z \). We assume a knowledge of the elementary properties of the exponential function.
residues mod\(n\). When there is no risk of ambiguity, we shall write \(h\) instead of \(h(n)\).

**Theorem 64.** If \((n, n') = 1\), then
\[
S(m, mn') = S(mn', n)S(mn, n').
\]

Let \(h, h'\) run through complete systems of residues to modulus \(n, n'\) respectively. Then, by Theorem 59,
\[
H = hn' + h'n
\]
runs through a complete set of residues to modulus \(mn'\). Also
\[
mH^2 = m(hn' + h'n)^2 \equiv mh^2n'^2 + mh'^2n^2 \pmod{mn'}.
\]

Hence
\[
S(mn', n)S(mn, n') = \left(\sum_h e\left(\frac{h^2mn'}{n}\right)\right)\left(\sum_{h'} e\left(\frac{h'^2mn}{n'}\right)\right)
\]
\[
= \sum_{h,h'} e\left(\frac{h^2mn'}{n} + \frac{h'^2mn}{n'}\right) = \sum_{h,h'} e\left(\frac{m(h^2n'^2 + h'^2n^2)}{nn'}\right)
\]
\[
= \sum_{H} e\left(\frac{mH^2}{nn'}\right) = S(m, mn').
\]

(2) **Multiplicative property of Ramanujan’s sum.** Ramanujan’s sum is
\[
c_q(m) = \sum_{h \equiv 0 (q)} e\left(\frac{hm}{q}\right),
\]
the notation here implying that \(h\) runs only through residues prime to \(q\). We shall sometimes write \(h\) instead of \(h^*(q)\) when there is no risk of ambiguity.

We may write \(c_r(m)\) in another form which introduces a notion of more general importance. We call \(p\) a **primitive \(q\)-th root of unity** if \(p^q = 1\) but \(p^r \neq 1\) for any positive value of \(r\) less than \(q\).

Suppose that \(p^q = 1\) and that \(r\) is the least positive integer for which \(p^r = 1\). Then \(q = kr + s\), where \(0 \leq s < r\). Also
\[
p^s = p^{q-kr} = 1,
\]
so that \(s = 0\) and \(r | q\). Hence

**Theorem 65.** **Any \(q\)-th root of unity is a primitive \(r\)-th root, for some divisor \(r\) of \(q\).**

**Theorem 66.** **The \(q\)-th roots of unity are the numbers**
\[
e\left(\frac{h}{q}\right) \quad (h = 0, 1, \ldots, q-1),
\]
and a necessary and sufficient condition that the root should be primitive is that \(h\) should be prime to \(q\).
We may now write Ramanujan's sum in the form
\[ c_q(m) = \sum p^m, \]
where \( p \) runs through the primitive \( q \)th roots of unity.

**Theorem 67.** If \( (q, q') = 1 \), then
\[ c_{qq}(m) = c_q(m)c_{q'}(m). \]

For
\[ c_q(m)c_{q'}(m) = \sum_{h,h'} e\left(m\left(\frac{h}{q} + \frac{h'}{q'}\right)\right) = \sum_{h,h'} e\left(\frac{m(hq' + h'q)}{qq'}\right) = c_{qq}(m), \]
by Theorem 61.

(3) **Multiplicative property of Kloosterman's sum.** Kloosterman's sum (which is rather more recondite) is
\[ S(u, v, n) = \sum_{h} e\left(\frac{uh + vh}{n}\right), \]
where \( h \) runs through a complete set of residues prime to \( n \), and \( \overline{h} \) is defined by
\[ h\overline{h} \equiv 1 \pmod{n}. \]

Theorem 57 shows us that, given any \( h \), there is a unique \( \overline{h} \) (modn) which satisfies this condition. We shall make no use of Kloosterman's sum, but the proof of its multiplicative property gives an excellent illustration of the ideas of the preceding sections.

**Theorem 68** if \( (n, n') = 1 \), then
\[ S(u, v, n)S(u, v', n') = S(u, V, nn'), \]
where
\[ V = vn'^2 + v'n^2. \]

If \( h\overline{h} \equiv 1 \pmod{n} \), \( h'\overline{h'} \equiv 1 \pmod{n'} \), then
\[
(5.6.1) \quad S(u, v, n)S(u, v', n') = \sum_{h,h'} e\left(\frac{uh + vh}{n} + \frac{uh' + v'h'}{n'}\right)
= \sum_{h,h'} e\left(u\left(\frac{hn' + h'n}{nn'}\right) + \frac{vh'n' + v'h'n}{nn'}\right)
= \sum_{h,h'} e\left(\frac{uH + Kn'}{nn'}\right),
\]
where \( H = hn' + h'n \), \( K = vh'n' + v'h'n \).

By Theorem 61, \( H \) runs through a complete system of residues prime to \( nn' \). Hence, if we can show that
\[
(5.6.2) \quad K \equiv V\overline{H} \pmod{nn'},
\]
where \( \overline{H} \) is defined by
\[ H\overline{H} \equiv 1 \pmod{nn'}, \]
then (5.6.1) will reduce to
\[ S(u, v, n)S(u, v', n') = \sum_{n'} e\left( \frac{uH + V\tilde{H}}{nn'} \right) = S(u, V, nn'). \]

Now
\[ (hn' + h'\tilde{n})\tilde{H} = H\tilde{H} \equiv 1 \pmod{nn'}. \]

Hence
\[ hn'\tilde{H} \equiv 1 \pmod{n}, \quad n'\tilde{H} \equiv hhn'\tilde{H} \equiv \tilde{h} \pmod{n}, \]
and so
\[ n'^2\tilde{H} \equiv n'h \pmod{nn'}. \]

Similarly we see that
\[ n^2\tilde{H} \equiv nh' \pmod{nn'}; \]
and from (5.6.3) and (5.6.4) we deduce
\[ VH = (vn'^2 + v'n^2)\tilde{H} \equiv vn'h' + v'nh' \equiv K \pmod{nn'}. \]
This is (5.6.2), and the theorem follows.

### 5.7. A general principle.
We return for a moment to the argument which we used in proving Theorem 65. It will avoid a good deal of repetition later if we restate the theorem and the proof in a more general form. We use \( P(a) \) to denote any proposition asserting a property of a non-negative integer \( a \).

**Theorem 69.** If

(i) \( P(a) \) and \( P(b) \) imply \( P(a+b) \) und \( P(u-b) \), for every \( a \) und \( b \) (provided, in the second case, that \( b \leq uj \),

(ii) \( r \) is the least positive integer for which \( P(r) \) is true,

then

(a) \( P(kr) \) is true for every non-negative integer \( k \),

(b) any \( q \) for which \( P(q) \) is true is a multiple of \( r \).

In the first place, (a) is obvious.

To prove (b) we observe that \( 0 < r \leq q \), by the definition of \( r \). Hence we can write
\[ q' = kr + s, \quad s = q - kr, \]
where \( k \geq 1 \) and \( 0 \leq s < r \). But \( P(r) \rightarrow P(kr) \), by (a), and
\[ P(q) \rightarrow P(ks), \]
by (i). Hence, again by the definition of \( r \), \( s \) must be 0, and \( q = kr \).

We can also deduce Theorem 69 from Theorem 23. In Theorem 65, \( P(u) \) is \( \rho^a = 1 \).

### 5.8. Construction of the regular polygon of 17 sides.
We conclude this chapter by a short excursus on one of the famous problems of elementary geometry, that of the construction of a regular polygon of \( n \) sides, or of an angle \( \alpha = 2\pi/n \).
Suppose that \((n_1, n_2) = 1\) and that the problem is soluble for \(n = n_1\) and for \(n = n_2\). There are integers \(r_1\) and \(r_2\) such that

\[
r_1 n_1 + r_2 n_2 = 1
\]

or

\[
r_1 \alpha_2 + r_2 \alpha_1 = r_1 \frac{2\pi}{n_2} + r_2 \frac{2\pi}{n_1} = \frac{2\pi}{n_1 n_2}.
\]

Hence, if the problem is soluble for \(n = n_1\) and \(n = n_2\), it is soluble for \(n = n_1 n_2\). It follows that we need only consider cases in which \(n\) is a power of a prime. In what follows we suppose \(n = p\) prime.

We can construct \(\alpha\) if we can construct \(\cos \alpha\) (or \(\sin \alpha\)); and the numbers

\[
\cos k\alpha + i \sin k\alpha \ (k = 1, 2, \ldots, n-1)
\]

are the roots of

\[(5.8.1) \quad \frac{x^n - 1}{x - 1} = x^{n-1} + x^{n-2} + \ldots + 1 = 0.
\]

Hence we can construct \(\alpha\) if we can construct the roots of \((5.8.1)\).

'Euclidean' constructions, by ruler and compass, are equivalent analytically to the solution of a series of linear or quadratic equations.† Hence our construction is possible if we can reduce the solution of \((5.8.1)\) to that of such a series of equations.

The problem was solved by Gauss, who proved (as we stated in § 2.4) that the reduction is possible if and only if \(n\) is a 'Fermat prime'‡

\[
n = p = 2^k + 1 = F_k.
\]

The first five values of \(h\), viz. 0, 1, 2, 3, 4, give

\[
n = 3, 5, 17, 257, 65537,
\]

all of which are prime, and in these cases the problem is soluble.

The constructions for \(n = 3\) and \(n = 5\) are familiar. We give here the construction for \(n = 17\). We shall not attempt any systematic exposition of Gauss’s theory; but this particular construction gives a fair example of the working of his method, and should make it plain to the reader that (as is plausible from the beginning) success is to be expected when \(n = p\) and \(p - 1\) does not contain any prime but 2. This requires that \(p\) is a prime of the form \(2^n - 1\), and the only such primes are the Fermat primes.11

Suppose then that \(n = 17\). The corresponding equation is

\[(5.8.2) \quad \frac{x^{17} - 1}{x - 1} = x^{16} + x^{15} + \ldots + 1 = 0.
\]

† See § 11.5. ‡ See § 2.5. || See § 2.5, Theorem 17.
We write \( \alpha = \frac{2\pi}{17} \), \( \epsilon_k = e^{\frac{k}{17}i \pi} = \cos k\alpha + i \sin k\alpha \),

so that the roots of (5.8.2) are

\[
(5.8.3) \quad x = \epsilon_1, \epsilon_2 \ldots, \epsilon_{16}.
\]

From these roots we form certain sums, known as periods, which are the roots of quadratic equations.

The numbers \( 3^m (0 \leq m \leq 15) \)

are congruent (mod 17), in some order, to the numbers \( k = 1, 2, \ldots, 16 \),

as is shown by the table

\[
m = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 14, 13, 12, 11, 10, 9, 8, 7, 6, 5, 4, 3, 2, 1.
\]

We define \( x_1 \) and \( x_2 \) by

\[
x_1 = \sum_{m_{\text{even}}} \epsilon_k = \epsilon_1 + \epsilon_9 + \epsilon_{13} + \epsilon_{15} + \epsilon_{16} + \epsilon_8 + \epsilon_4 + \epsilon_2,
\]

\[
x_2 = \sum_{m_{\text{odd}}} \epsilon_k = \epsilon_3 + \epsilon_{10} + \epsilon_5 + \epsilon_{11} + \epsilon_{14} + \epsilon_7 + \epsilon_{12} + \epsilon_6;
\]

and \( y_1, y_2, y_3, y_4 \) by

\[
y_1 = \sum_{m \equiv 0 \text{ (mod 4)}} \epsilon_k = \epsilon_1 + \epsilon_{13} + \epsilon_{16} + \epsilon_4,
\]

\[
y_2 = \sum_{m \equiv 2 \text{ (mod 4)}} \epsilon_k = \epsilon_9 + \epsilon_{15} + \epsilon_8 + \epsilon_2,
\]

\[
y_3 = \sum_{m \equiv 1 \text{ (mod 4)}} \epsilon_k = \epsilon_3 + \epsilon_5 + \epsilon_{14} + \epsilon_{12},
\]

\[
y_4 = \sum_{m \equiv 3 \text{ (mod 4)}} \epsilon_k = \epsilon_{10} + \epsilon_{11} + \epsilon_7 + \epsilon_6.
\]

Since

\[
\epsilon_k + \epsilon_{17-k} = 2 \cos k\alpha,
\]

we have

\[
x_1 = 2(\cos \alpha + \cos 8\alpha + \cos 4\alpha + \cos 2\alpha),
\]

\[
x_2 = 2(\cos 3\alpha + \cos 7\alpha + \cos 5\alpha + \cos 6\alpha),
\]

\[
y_1 = 2(\cos \alpha + \cos 4\alpha), \quad y_2 = 2(\cos 8\alpha + \cos 2\alpha),
\]

\[
y_3 = 2(\cos 3\alpha + \cos 5\alpha), \quad y_4 = 2(\cos 7\alpha + \cos 6\alpha).
\]

We prove first that \( x_1 \) and \( x_2 \) are the roots of a quadratic equation with rational coefficients. Since the roots of (5.8.2) are the numbers (5.8.3), we have

\[
x_1 + x_2 = 2 \sum_{k=1}^{16} \cos k\alpha = \sum_{k=1}^{16} \epsilon_k = -1.
\]

Again,

\[
x_1 x_2 = 4(\cos \alpha + \cos 8\alpha + \cos 4\alpha + \cos 2\alpha) \times x (\cos 3\alpha + \cos 7\alpha + \cos 5\alpha + \cos 6\alpha).
\]

If we multiply out the right-hand side and use the identity

\[
(5.8.4) \quad 2 \cos mx \cos nx = \cos (m+n)x + \cos (m-n)x,
\]

\( \dagger \) In fact 3 is a 'primitive root of 17' in the sense which will be explained in § 6.8.
we obtain \( x_1 x_2 = 4(x_1 + x_2) = -4 \).

Hence \( x_1 \) and \( x_2 \) are the roots of
\[(5.8.5) \quad x^2 + x - 4 = 0.\]

Also
\[\cos \alpha + \cos 2\alpha > 2 \cos \frac{1}{2} \pi = \sqrt{2} > -\cos 8\alpha, \quad \cos 4\alpha > 0.\]

Hence \( x_1 > 0 \) and therefore
\[(5.8.6) \quad x_1 > x_2.\]

We prove next that \( y_1, y_2 \) and \( y_3, y_4 \) are the roots of quadratic equations whose coefficients are rational in \( x_1 \) and \( x_2 \). We have
\[y_1 + y_2 = x_1,\]
and, using (5.8.4) again,
\[y_1 y_2 = 4(\cos \alpha + \cos 4\alpha)(\cos 8\alpha + \cos 2\alpha) = 2 \sum_{k=1}^{8} \cos k\alpha = -1.\]

Hence \( y_1, y_2 \) are the roots of
\[(5.8.7) \quad y^2 - x_1 y - 1 = 0;\]
and it is plain that
\[(5.8.8) \quad y_1 > y_2.\]

Similarly
\[y_3 + y_4 = x_2, \quad y_3 y_4 = -1,\]
and so \( y_3, y_4 \) are the roots of
\[(5.8.9) \quad y^2 - x_2 y - 1 = 0,\]
and
\[(5.8.10) \quad y_3 > y_4.\]

Finally
\[2 \cos \alpha + 2 \cos 4\alpha = y_1, \quad 4 \cos \alpha \cos 4\alpha = 2(\cos 5\alpha + \cos 3\alpha) = y_3.\]

Also \( \cos \alpha > \cos 4\alpha. \) Hence \( z_1 = 2 \cos \alpha \) and \( z_2 = 2 \cos 4\alpha \) are the roots of the quadratic
\[(5.8.11) \quad z^2 - y_1 z + y_3 = 0\]
and
\[(5.8.12) \quad z_1 > z_2.\]

We can now determine \( z_1 = 2 \cos \alpha \) by solving the four quadratics (5.8.5), (5.8.7), (5.8.9), and (5.8.11), and remembering the associated inequalities. We obtain
\[2 \cos \alpha = \frac{1}{8}\{ -1 + \sqrt{17} + \sqrt{(34 - 2\sqrt{17})} + \sqrt{(34 + 2\sqrt{17})} - 2(1 - \sqrt{17})\sqrt{(34 - 2\sqrt{17})} \},\]
an expression involving only rationals and square roots. This number may now be constructed by the use of the ruler and compass only, and so may be constructed.

There is a simpler geometrical construction. Let $C$ be the least positive acute angle such that

$$\tan 4C := 4,$$

so that $C, 2C,$ and $4C$ are all acute. Then (5.8.5) may be written

$$x^2 + 4x \cot 4C - 4 = 0.$$

The roots of this equation are

$$2 \tan 2C, \quad -2 \cot 2C.$$

Since $x_1 > x_2$, this gives

$$x_1 = 2 \tan 2C, \quad x_2 = -2 \cot 2C.$$

Substituting in (5.8.7) and (5.8.9) and solving, we obtain

$$y_1 = \tan(C + \frac{1}{4} \pi), \quad y_2 = \tan(C - \frac{1}{4} \pi), \quad y_3 = \tan C, \quad y_4 = -\cot c.$$

Hence

(5.8.13) \quad \begin{cases} 
2 \cos 3x + 2 \cos 5x = y_3 = \tan C, \\
2 \cos 3x \cdot 2 \cos 5x = 2 \cos 2x + 2 \cos 8x = y_2 = \tan(C - \frac{1}{4} \pi).
\end{cases}

Now let $OA, OB$ (Fig. 6) be two perpendicular radii of a circle. Make $OI$ one-fourth of $OB$ and the angle $OIE$ (with $E$ in $OA$) one-fourth of the angle $OIA$. Find on $AO$ produced a point $F$ such that $EIF = \frac{1}{4} \pi$. Let the circle on $AF$ as diameter cut $OB$ in $K$, and let the circle whose centre is $E$ and radius $EK$ cut $OA$ in $N_3$ and $N_5$ ($N_3$ on $OA$, $N_5$ on $AO$ produced). Draw $N_3P_3, N_5P_5$ perpendicular to $OA$ to cut the circumference of the original circle in $P_3$ and $P_5$. 

![Diagram](image.png)
Then \( OIA = 4C \) and \( OIE = C \). Also
\[
2 \cos AOP_3 + 2 \cos AOP_5 = 2 \frac{ON_3 - ON_5}{OA} = 4 \frac{OE}{OA} = \frac{OE}{OI} = \tan C,
\]
\[
2 \cos AOP_3, 2 \cos AOP_5 = -4 \frac{ON_3, ON_5}{OA^2} = -4 \frac{OK^2}{OA^2}
\]
\[
= -4 \frac{OF}{OA} = - \frac{OF}{OI} = \tan(C - \frac{1}{4} \pi).
\]
Comparing these equations with (5.8.13), we see that \( AOP_3 = 3 \alpha \) and \( AOP_5 = 5 \alpha \).

It follows that \( A, P_3, P_5 \) are the first, fourth, and sixth vertices of a regular polygon of 17 sides inscribed in the circle; and it is obvious how the polygon may be completed.

**NOTES ON CHAPTER V**

§ 5.1. The contents of this chapter are all ‘classical’ (except the properties of Ramanujan’s and Kloosterman’s sums proved in § 5.6), and will be found in text-books. The theory of congruences was first developed scientifically by Gauss, D.A., though the main results must have been familiar to earlier mathematicians such as Fermat and Euler. We give occasional references, especially when some famous function or theorem is habitually associated with the name of a particular mathematician, but make no attempt to be systematic.

§ 5.5. Euler, *Novi Comm. Acad. Petrop.* 8 (1760-I), 74-104 [Opera (1), ii. 531-44].

It might seem more natural to say that \( f(m) \) is multiplicative if
\[
f(mn') = f(m)f(m')
\]
for all \( m, m' \). This definition would be too restrictive, and the less exacting definition of the text is much more useful.

§ 5.6. The sums of this section occur in Gauss, ‘Summatio quarumdam serierum singularum’ (1808), *Werke*, ii. 1 1-45; Ramanujan, *Trans. Camb. Phil. Soc.* 22 (1918), 259-76 (Collected Papers, 179-99); Kloosterman, *Acta Math.* 49 (1926), 407-64. ‘Ramanujan’s sum’ may be found in earlier writings; see, for example, Jensen, *Beretning d. tredje Skand. Matematikercongres* (1913), 145, and Landau, *Handbuch*, 572: but Ramanujan was the first mathematician to see its full importance and use it systematically. It is particularly important in the theory of the representation of numbers by sums of squares.


Gauss (D.A., § 341) proved that the equation (5.8.1) is irreducible, i.e. that its left-hand side cannot be resolved into factors of lower degree with rational coefficients, when \( n \) is prime. Kronecker and Eisenstein proved, more generally, that the equation satisfied by the \( \phi(n) \) primitive \( n \)th roots of unity is irreducible; see, for example, Mathews, 186-S. Grandjot has shown that the theorem can be deduced very simply from Dirichlet’s Theorem 15: see Landau, *Vorlesungen*, iii. 2 19.
VI

FERMAT'S THEOREM AND ITS CONSEQUENCES

6.1. Fermat's theorem. In this chapter we apply the general ideas of Ch. V to the proof of a series of classical theorems, due mainly to Fermat, Euler, Legendre, and Gauss.

Theorem 70. If p is prime, then

\[ a^p \equiv a \pmod{p}. \] (6.1.1)

Theorem 71 (Fermat's theorem). If p is prime, and \( p \not\mid a \), then

\[ a^{p-1} \equiv 1 \pmod{p}. \] (6.1.2)

The congruences (6.1.1) and (6.1.2) are equivalent when \( p \not\mid a \); and (6.1.1) is trivial when \( p \mid a \), since then \( a^p \equiv 0 \equiv a \). Hence Theorems 70 and 71 are equivalent.

Theorem 71 is a particular case of the more general

Theorem 72 (The Fermat-Euler Theorem). If \((a, m) = 1\), then

\[ a^{\varphi(m)} \equiv 1 \pmod{m}. \]

If \( x \) runs through a complete system of residues prime to \( m \), then, by Theorem 58, \( ax \) also runs through such a system. Hence, taking the product of each set, we have

\[ \prod (ax) \equiv \prod x \pmod{m} \]
or

\[ a^{\varphi(m)} \prod x \equiv \prod x \pmod{m}. \]

Since every number \( x \) is prime to \( m \), their product is prime to \( m \); and hence, by Theorem 55,

\[ a^{\varphi(m)} \equiv 1 \pmod{m}. \]

The result is plainly false if \((a, m) > 1\).

6.2. Some properties of binomial coefficients. Euler was the first to publish a proof of Fermat’s theorem. The proof, which is easily extended so as to prove Theorem 72, depends on the simplest arithmetical properties of the binomial coefficients.

Theorem 73. If \( m \) and \( n \) are positive integers, then the binomial coefficients

\[ \binom{m}{n} = \frac{m(m-1) \ldots (m-n+1)}{n!}, \quad (-1)^n \binom{m+n}{n} \]

are integers.
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It is the first part of the theorem which we need here, but, since
\[
\binom{-m}{n} = (-1)^n \binom{m+n-1}{n},
\]
the two parts are equivalent. Either part may be stated in a more striking form, viz.

**Theorem 74.** The product of any \( n \) successive positive integers is divisible by \( n! \).

The theorems are obvious from the genesis of the binomial coefficients as the coefficients of powers of \( x \) in \((1+x)(1+x)...\) or in
\[
(1-x)^{-1}(1-x)^{-1}... = (1+x+x^2+...)(1+x+x^2+...).
\]
We may prove them by induction as follows. We choose Theorem 74, which asserts that
\[
\binom{m}{n} = m(m+1)...(m+n-1)
\]
is divisible by \( n! \). This is plainly true for \( n = 1 \) and all \( m \), and also for \( m = 1 \) and all \( n \). We assume that it is true (a) for \( n = N-1 \) and all \( m \) and (b) for \( n = N \) and \( m = M \). Then
\[
(M+1)_N = M_N = N(M+1)_{N-1},
\]
and \((M+1)_{N-1}\) is divisible by \((N-1)!\). Hence \((M+1)_N\) is divisible by \( N! \), and the theorem is true for \( n = N \) and \( m = M+1 \). It follows that the theorem is true for \( n = N+1 \) and all \( m \). Since it is also true for \( n = N+1 \) and \( m = 1 \), we can repeat the argument; and the theorem is true generally.

**Theorem 75.** If \( p \) is prime, then
\[
\binom{p}{1}, \binom{p}{2}, ..., \binom{p}{p-1}
\]
are divisible by \( p \).

If \( 1 \leq n \leq p-1 \), then
\[
n! | p(p-1)...(p-n+1),
\]
by Theorem 74. But \( n! \) is prime to \( p \), and therefore
\[
(p-1)(p-2)...(p-n+1).
\]
Hence
\[
\binom{p}{n} = \frac{p(p-1)(p-2)...(p-n+1)}{n!}
\]
is divisible by \( p \).

**Theorem 76.** If \( p \) is prime, then all the coefficients in \((1-x)^{-p}\) are divisible by \( p \), except those of \( 1, x^p, x^{2p}, ... \), which are congruent to \( 1 \) (mod \( p \)).
By Theorem 73, the coefficients in
\[(1-x)^P = 1 - \sum_{n=1}^{\infty} \binom{p^n - 1}{n} x^n\]
are all integers. Since
\[(1-x^p)^{-1} = 1 + x^p + x^{2p} + \ldots,\]
we have to prove that every coefficient in the expansion of
\[(1-x^p)^{-1} - (1-x)^{-p} = (1-x)^{-p}(1-x^p)^{-1}(1-x)^p - 1 + x^p\]
is divisible by \(p\). Since the coefficients in the expansions of \((1-x)^{-p}\) and \((1-x^p)^{-1}\) are integers it is enough to prove that every coefficient in the polynomial \((1-x)^p - 1 + x^p\) is divisible by \(p\). For \(p = 2\) this is trivial and, for \(p \geq 3\), it follows from Theorem 75 since
\[(1-x)^p - 1 + x^p = \sum_{r=1}^{p-1} (-1)^r \binom{p}{r} x^r.\]

We shall require this theorem in Ch. XIX.

**Theorem 77.** If \(p\) is prime, then
\[(x+y+\ldots+w)^p \equiv x^p + y^p + \ldots + w^p \pmod{p}.\]

For
\[(x+y)^p \equiv x^p + y^p \pmod{p},\]
by Theorem 75, and the general result follows by repetition of the argument.

Another useful corollary of Theorem 75 is

**Theorem 78.** If \(\alpha > 0\) and
\[m \equiv 1 \pmod{p^\alpha},\]
then
\[m^p \equiv 1 \pmod{p^{\alpha+1}}.\]

For \(m = 1 + kp^\alpha\), where \(k\) is an integer, and \(\alpha p \geq \alpha + 1\). Hence
\[m^p = (1 + kp^\alpha)^p = 1 + lp^{\alpha+1},\]
where \(l\) is an integer.

**6.3. A second proof of Theorem 72.** We can now give Euler’s proof of Theorem 72. Suppose that \(m = \prod p^\alpha\). Then it is enough, after Theorem 53, to prove that
\[a_{\phi(m)} \equiv 1 \pmod{p^\alpha}.\]
But 
\[ \phi(m) = \prod \phi(p^k) = \prod p^{\alpha-1}(p-1), \]
and so it is sufficient to prove that
\[ a^{\alpha-1}(p-1) \equiv 1 \pmod{p^\alpha} \]
when \( p \nmid a \).

By Theorem 77,
\[ (x+y+\ldots)^p \equiv x^p+y^p+\ldots \pmod{p}. \]
Taking \( x = y = z = \ldots = 1 \), and supposing that there are a numbers, we obtain
\[ a^p \equiv a \pmod{p}, \]
or
\[ a^{p-1} \equiv 1 \pmod{p}. \]
Hence, by Theorem 78,
\[ a^{p(p-1)} \equiv 1 \pmod{p^2}, \quad a^{p^2(p-1)} \equiv 1 \pmod{p^3}, \quad \ldots \]
\[ a^{p^{\alpha-1}(p-1)} \equiv 1 \pmod{p^\alpha}. \]

6.4. Proof of Theorem 22. Before proceeding to the more important applications of Fermat's theorem, we use it to prove Theorem 22 of Ch. II.

We can write \( f(n) \) in the form
\[ f(n) = \sum_{r=1}^{m} Q_r(n) a_r^n = \sum_{r=1}^{m} \left( \sum_{s=0}^{\infty} c_{r,s} n^s \right) a_r^n, \]
where the a and c are integers and
\[ 1 \leq a_1 < a_2 < \ldots < a_m. \]
The terms off(n) are thus arrangea in increasing order of magnitude for large n, and \( f(n) \) is dominated by its last term
\[ c_{m,q_m} n^{q_m-a_m} \]
for large n (so that the last c is positive).

If \( f(n) \) is prime for all large n, then there is an n for which
\[ f(n) = p > a_m \]
and p is prime. Then
\[ \{n+kp(p-1)s \equiv n^s \pmod{p}, \]
for all integral k and s. Also, by Fermat's theorem,
\[ a_p^{p-1} \equiv 1 \pmod{p} \]
and so
\[ a_r^{p^k(p-1)} \equiv a_r^n \pmod{p} \]
for all positive integral \( k \). Hence
\[ \{n+kp(p-1)s a_r^{p^k(p-1)} \equiv n^s a_r^n \pmod{p} \]
and therefore \( f(n+kp(p-1)) \equiv f(n) \equiv 0 \pmod{p} \) for all positive integral \( k \); a contradiction.

6.5. Quadratic residues. Let us suppose that \( p \) is an odd prime, that \( p \nmid a \), and that \( x \) is one of the numbers
\[
1, 2, 3, \ldots, p-1.
\]
Then, by Theorem 58, just one of the numbers
\[
1 \cdot x, 2 \cdot x, \ldots, (p-1)x
\]
is congruent to \( a \) \pmod{p}. There is therefore a unique \( x' \) such that
\[
xx' \equiv a \pmod{p}, \quad 0 < x' < p.
\]
We call \( x' \) the associate of \( x \). There are then two possibilities: either there is at least one \( x \) associated with itself, so that \( x' = x \), or there is no such \( x \).

(1) Suppose that the first alternative is the true one and that \( x_1 \) is associated with itself. In this case the congruence
\[
x^2 \equiv a \pmod{p}
\]
has the solution \( x = x_1 \); and we say that \( a \) is a quadratic residue of \( p \), or (when there is no danger of a misunderstanding) simply a residue of \( p \), and write \( a \equiv R \pmod{p} \). Plainly
\[
x = p-x, \equiv -x_1 \pmod{p}
\]
is another solution of the congruence. Also, if \( x' = x \) for any other value \( x_2 \) of \( x \), we have
\[
x_1^2 \equiv a, \quad x_2^2 \equiv a, \quad (x_1-x_2)(x_1+x_2) = x_1^2-x_2^2 \equiv 0 \pmod{p}.
\]
Hence either \( x_2 \equiv x_1 \) or
\[
x_2 \equiv -x_1 \equiv p-x,;
\]
and there are just two solutions of the congruence, namely \( x_1 \) and \( p-x \).

In this case the numbers
\[
1, 2, \ldots, p-1
\]
may be grouped as \( x_1, p-x_1, \) and \( \frac{1}{2}(p-3) \) pairs of unequal associated numbers. Now
\[
x_1(p-x_1) \equiv -x_1^2 \equiv -a \pmod{p},
\]
while
\[
xx' \equiv a \pmod{p}
\]
for any associated pair \( x, x' \). Hence
\[
(p-1)! = \prod x \equiv -a \cdot a^{(p-3)} \equiv -a^{(p-1)} \pmod{p}.
\]
(2) If the second alternative is true and no \( x \) is associated with itself, we say that \( a \) is a quadratic non-residue of \( p \), or simply a non-residue of \( p \), and write \( a \not\equiv N \ p \). In this case the congruence

\[ x^2 \equiv a \pmod{p} \]

has no solution, and the numbers

\[ 1, 2, \ldots, p-1 \]

may be arranged in \( \frac{1}{2}(p-1) \) associated unequal pairs. Hence

\[ (p-1)! = \prod x \equiv a^{\frac{1}{2}(p-1)} \pmod{p}. \]

We define 'Legendre’s symbol' \( \left( \frac{a}{p} \right) \), where \( p \) is an odd prime and \( a \) is any number not divisible by \( p \), by

\[ \left( \frac{a}{p} \right) = +1, \quad \text{if} \quad a \not\equiv 0 \pmod{p}, \]

\[ \left( \frac{a}{p} \right) = -1, \quad \text{if} \quad a \equiv 0 \pmod{p}. \]

It is plain that

\[ \left( \frac{a}{p} \right) = \left( \frac{b}{p} \right) \]

if \( a \equiv b \pmod{p} \). We have then proved

**Theorem 79.** If \( p \) is an odd prime and \( a \) is not a multiple of \( p \), then

\[ (p-1)! \equiv -\left( \frac{a}{p} \right)a^{\frac{1}{2}(p-1)} \pmod{p}. \]

We have supposed \( p \) odd. It is plain that \( 0 = 0^2, 1 = 1^2 \), and so all numbers, are quadratic residues of \( 2 \). We do not define Legendre’s symbol when \( p = 2 \), and we ignore this case in what follows. Some of our theorems are true (but trivial) when \( p = 2 \).

**6.6. Special cases of Theorem 79: Wilson’s theorem.** The two simplest cases are those in which \( a = 1 \) and \( a = -1 \).

(1) First let \( a = 1 \). Then

\[ x^2 \equiv 1 \pmod{p} \]

has the solutions \( x = \pm 1 \); hence \( 1 \) is a quadratic residue of \( p \) and

\[ \left( \frac{1}{p} \right) = 1. \]

If we put \( a = 1 \) in Theorem 79, it becomes

**Theorem 80 (Wilson’s theorem):**

\[ (p-1)! \equiv -1 \pmod{p}. \]
The congruence
\[(p-1)!+1 \equiv 0 \pmod{p^2}\]
is true for \(p = 5, \quad p = 13, \quad p = 563,\)
but for no other value of \(p\) less than 200000. Apparently no general theorem
concerning the congruence is known.

If \(m\) is composite, then
\[m \mid (m-1)!+1\]
is false, for there is a number \(d\) such that
\[d \mid m, \quad 1 < d < m,\]
and \(d\) does not divide \((m-1)!+1\). Hence we derive

**Theorem 81.** If \(m > 1\), then a necessary and sufficient condition that \(m\) should be prime is that
\[m \mid (m-1)!+1.\]

The theorem is of course quite useless as a practical test for the
primality of a given number \(m\).

(2) Next suppose \(a = -1\). Then Theorems 79 and 80 show that
\[
\left(\frac{-1}{p}\right) \equiv -(-1)^{\frac{1}{2}(p-1)(p-1)!} \equiv (-1)^{\frac{1}{2}(p-1)}.\]

**Theorem 82.** The number \(-1\) is a quadratic residue of primes of the
form \(4k+1\) and a non-residue of primes of the form \(4k+3\), i.e.
\[
\left(\frac{-1}{p}\right) = (-1)^{\frac{1}{2}(p-1)}.\]

More generally, combination of Theorems 79 and 80 gives

**Theorem 83 :** \[
\frac{a}{cp} \equiv a^{1/(p-1)} \pmod{p}.\]

### 6.7. Elementary properties of quadratic residues and non-residues

The numbers

\[(6.7.1) \quad 1^2, 2^2, 3^2, \ldots, \left\lfloor \frac{1}{2}(p-1) \right\rfloor^2\]
are all incongruent; for \(r^2 \equiv s^2\) implies \(r \equiv s\) or \(r \equiv -s \pmod{p}\), and
the second alternative is impossible here. Also
\[r^2 \equiv (p-r)^2 \pmod{p}.\]

It follows that there are \(\frac{1}{2}(p-1)\) residues and \(\frac{1}{2}(p-1)\) non-residues of \(p\).

**Theorem 84.** There are \(\frac{1}{2}(p-1)\) residues and \(\frac{1}{2}(p-1)\) non-residues of
an odd prime \(p\).

We next prove

**Theorem 85.** The product of two residues, or of two non-residues, is
a residue, while the product of a residue and a non-residue is a non-residue.
(1) Let us write \( \alpha, \alpha', \alpha_1, \ldots \) for residues and \( \beta, \beta', \beta_1, \ldots \) for non-residues. Then every \( \alpha \alpha' \) is an \( \alpha \), since
\[
x^2 \equiv \alpha \cdot y^2 \equiv \alpha' \rightarrow (xy)^2 \equiv \alpha \alpha' \pmod{p}.
\]
(2) If \( \alpha_1 \) is a fixed residue, then
\[
1 \cdot \alpha_1, 2 \cdot \alpha_1, 3 \cdot \alpha_1, \ldots, (p-1) \alpha_1
\]
is a complete system \( \pmod{p} \). Since every \( \alpha \alpha_1 \) is a residue, every \( \beta \alpha_1 \) must be a non-residue.

(3) Similarly, if \( \beta_1 \) is a fixed non-residue, every \( \beta \beta_1 \) is a residue. For
\[
1 \cdot \beta_1, 2 \cdot \beta_1, \ldots, (p-1) \beta_1
\]
is a complete system \( \pmod{p} \), and every \( \alpha \beta_1 \) is a non-residue, so that every \( \beta \beta_1 \) is a residue.

Theorem 85 is also a corollary of Theorem 83.

We add two theorems which we shall use in Ch. XX. The first is little but a restatement of part of Theorem 82.

**Theorem 86.** If \( p \) is a prime \( 4k+1 \), then there is an \( x \) such that
\[
1 + x^2 = mp,
\]
where \( 0 < m < p \).

For, by Theorem 82, \(-1\) is a residue of \( p \), and so congruent to one of the numbers \((6.7.1)\), say \( x^2 \); and
\[
0 < 1 + x^2 < 1 + (\frac{1}{2}p)^2 < p^2.
\]

**Theorem 87.** If \( p \) is an odd prime, then there are numbers \( x \) and \( y \) such that
\[
1 + x^2 + y^2 = mp,
\]
where \( 0 < m < p \).

The \( \frac{1}{2}(p+1) \) numbers
\[
(6.7.2) \quad x^2 \quad (0 \leq x \leq \frac{1}{2}(p-1))
\]
are incongruent, and so are the \( \frac{1}{2}(p+1) \) numbers
\[
(6.7.3) \quad -1-y^2 \quad (0 \leq y \leq \frac{1}{2}(p-1)).
\]

But there are \( p+1 \) numbers in the two sets together, and only \( p \) residues \( \pmod{p} \); and therefore some number \((6.7.2)\) must be congruent to some number \((6.7.3)\). Hence there are an \( x \) and a \( y \), each numerically less than \( \frac{1}{2}p \), such that
\[
x^2 \equiv -1-y^2, \quad 1+x^2+y^2 = mp.
\]
Also
\[
0 < 1 + x^2 + y^2 < 1 + 2(\frac{1}{2}p)^2 < p^2,
\]
so that \( 0 < m < p \).

Theorem 86 shows that we may take \( y = 0 \) when \( p = 4k+1 \).
6.8. The order of $a \pmod{m}$. We know, by Theorem 72, that

$$a^{\phi(m)} \equiv 1 \pmod{m}$$

if $(a, m) = 1$. We denote by $d$ the smallest positive value of $x$ for which (6.8.1)

$$a^x \equiv 1 \pmod{m},$$

so that $d \leq \phi(m)$.

We call the congruence (6.8.1) the proposition $P(x)$. Then it is obvious that $P(x)$ and $P(y)$ imply $P(x+y)$. Also, if $y \leq x$ and

$$a^{x-y} \equiv b \pmod{m},$$

then

$$a^x \equiv ba^y \pmod{m},$$

so that $P(x)$ and $P(y)$ imply $P(x-y)$. Hence $P(x)$ satisfies the conditions of Theorem 69, and $d \mid \phi(m)$.

We call $d$ the order† of $a \pmod{m}$, and say that $a$ belongs to $d \pmod{m}$. Thus

$$2 \equiv 2, \quad 2^2 \equiv 4, \quad 23 \equiv 1 \pmod{7},$$

and so 2 belongs to 3 (mod 7). If $d = \phi(m)$, we say that $a$ is a primitive root of $m$. Thus 2 is a primitive root of 5, since

$$2 \equiv 2, \quad 2^2 \equiv 4, \quad 23 \equiv 3, \quad 24 \equiv 1 \pmod{5};$$

and 3 is a primitive root of 17. The notion of a primitive root of $m$ bears some analogy to the algebraical notion, explained in §5.6, of a primitive root of unity. We shall prove in §7.5 that there are primitive roots of every odd prime $p$.

We can sum up what we have proved in the form

**Theorem 88.** Any number a prime to $m$ belongs (mod $m$) to a divisor of $\phi(m)$; if $d$ is the order of $a \pmod{m}$, then $d \mid \phi(m)$. If $m$ is a prime $p$, then $d \mid (p-1)$. The congruence $a^x \equiv 1 \pmod{m}$ is true or false according as $x$ is or is not a multiple of $d$.

6.9. The converse of Fermat's theorem. The direct converse of Fermat's theorem is false; it is not true that, if $m \not\mid a$ and

(6.9.1)

$$a^{m-1} \equiv 1 \pmod{m},$$

then $m$ is necessarily a prime. It is not even true that, if (6.9.1) is true for all a prime to $m$, then $m$ is prime.. Suppose, for example, that $m = 561 = 3 \cdot 11 \cdot 17$. If $3 \not\mid a$, $11 \not\mid a$, $17 \not\mid a$, we have

$$a^2 \equiv 1 \pmod{3}, \quad a^{10} \equiv 1 \pmod{11}, \quad a^{16} \equiv 1 \pmod{17}.$$

† Often called the index; but this word has a quite different meaning in the theory of groups.
by Theorem 71. But 2 | 560, 10 | 560, 16 | 560 and so \( a^{560} \equiv 1 \) to each of the moduli 3, 11, 17 and so to the modulus 3.11.17 = 561.

For particular \( a \) we can prove a little more, viz.

**Theorem 89.** For every \( a > 1 \), there is an infinity of composite \( m \) satisfying (6.9.1).

Let \( p \) be any odd prime which does not divide \( a(a^2-1) \). We take

\[
(6.9.2) \quad m = \frac{a^{2p}-1}{a^2-1} = \frac{(a^p-1)(a^p+1)}{(a-1)(a+1)},
\]

so that \( m \) is clearly composite. Now

\[
(a^2-1)(m-1) = a^{2p} - a^2 = a(a^{p-1} - 1)(a^{p+1} - 1).
\]

Since \( a \) and \( a^p \) are both odd or both even, 2 \( (a^p + a) \). Again \( a^{p-1} - 1 \) is divisible by \( p \) (after Theorem 71) and by \( a^2 - 1 \), since \( p \) is even. Since \( p \nmid (a^2 - 1) \), this means that \( p(a^2 - 1) (a^{p-1} - 1) \). Hence

\[
2p(a^2 - 1) (a^2 - 1)(m-1),
\]

so that \( 2p \) \( (m-1) \) and \( m = 1 + 2pu \) for some integral \( u \). Now, to modulus \( m \),

\[
a^{2p} = 1 + m(a^2 - 1) \equiv 1, \quad a^{m-1} = a^{2pu} \equiv 1
\]

and this is (6.9.1). Since we have a different value of \( m \) for every odd \( p \) which does not divide \( a(a^2 - 1) \), the theorem is proved.

A correct converse of Theorem 71 is

**Theorem 90.** If \( a^{m-1} \equiv 1 \) (mod \( m \)) and \( a^x \not\equiv 1 \) (mod \( m \)) for any divisor \( x \) of \( m-1 \) less than \( m-1 \), then \( m \) is prime.

Clearly \( (a,m) = 1 \). If \( d \) is the order of \( a \) (mod \( m \)), then \( d \mid (m-1) \) and \( d \mid \phi(m) \) by Theorem 88. Since \( a^d \equiv 1 \), we must have \( d = m-1 \) and so \( (m-1) \phi(m) \). But

\[
\phi(m) = m \prod_{p|m} (1 - i) < m-1
\]

if \( m \) is composite, and therefore \( m \) must be prime.

6.10. Divisibility of \( 2^{p-1} - 1 \) by \( p^2 \). By Fermat's theorem

\[
2^{p-1} - 1 \equiv 0 \pmod{p}
\]

if \( p > 2 \). Is it ever true that

\[
2^{p-1} - 1 \equiv 0 \pmod{p^2}?
\]
This question is of importance in the theory of 'Fermat's last theorem' (see Ch. XIII). The phenomenon does occur, but very rarely.

**Theorem 91.** There is a prime $p$ for which

$$2^{p-1} - 1 \equiv 0 \pmod{p^2}.$$

In fact this is true when $p = 1093$, as can be shown by straightforward calculation. We give a shorter proof, in which all congruences are to modulus $p^2 = 1194649$.

In the first place, since

$$3' = 2187 = 2p + 1,$$

we have

$$(6.10.1) \quad 3^{14} \equiv 4p + 1.$$

Next

$$2^{14} = 16384 = 15p - 11, \quad 2^{28} \equiv -330p + 121,$$

$$3^2 \cdot 2^{28} \equiv -2970p + 1089 = -2969p - 4 \equiv -1876p - 4,$$

and so

$$32.226 \equiv -469p - 1.$$

Hence, by the binomial theorem,

$$3^{14} \cdot 2^{182} \equiv -(469p + 1)^7 \equiv -3283p - 1,$$

and so

$$(6.10.2) \quad 3^{14} \cdot 2^{182} = -4p - 1.$$

From (6.10.1) and (6.10.2) it follows that

$$3^{14} \cdot 2^{182} \equiv -3^{14}, \quad 2^{182} \equiv -1,$$

and so

$$2^{1092} \equiv 1 \pmod{1093^2}.$$

### 6.11. Gauss's lemma and the quadratic character of 2.

If $p$ is an odd prime, there is just one residue† of $n \pmod{p}$ between $-\frac{1}{2}p$ and $\frac{1}{2}p$. We call this residue the *minimal* residue of $n \pmod{p}$; it is positive or negative according as the least non-negative residue of $n$ lies between 0 and $\frac{1}{2}p$ or between $\frac{1}{2}p$ and $p$.

We now suppose that $m$ is an integer, positive or negative, not divisible by $p$, and consider the minimal residues of the $\frac{1}{2}(p-1)$ numbers

$$(6.11.1) \quad m, 2m, 3m, \ldots, \frac{1}{2}(p-1)m.$$

We can write these residues in the form

$$r_1, r_2, \ldots, r_\lambda, -r'_1, -r'_2, \ldots, -r'_\mu,$$

where

$$\lambda + \mu = \frac{1}{2}(p-1), \quad 0 < r_i < \frac{1}{2}p, \quad 0 < r'_i < \frac{1}{2}p.$$

† Here, of course, 'residue' has its usual meaning and is not an abbreviation of 'quadratic residue'.

Since the numbers (6.11.1) are incongruent, no two \( r \) can be equal, and no two \( r' \). If an \( r \) and an \( r' \) are equal, say \( r_i = r'_j \), let \( am, bm \) be the two of the numbers (6.11.1) such that

\[
am \equiv r_i, \quad bm \equiv -r'_j \quad (\text{mod } p).
\]

Then

\[
am + bm \equiv 0 \quad (\text{mod } p),
\]

and so

\[
a + b \equiv 0 \quad (\text{mod } p),
\]

which is impossible because \( 0 < a < \frac{1}{2}p, \ 0 < b < \frac{1}{2}p \).

It follows that the numbers \( r_i, r'_j \) are a rearrangement of the numbers

\[
1, \ 2, \ ..., \ \frac{1}{2}(p-1);
\]

and therefore that

\[
m \cdot 2m \cdot \frac{1}{2}(p-1)m \equiv (-1)^\mu 1 \cdot 2 \cdot \frac{1}{2}(p-1) \quad (\text{mod } p)
\]

and so

\[
m^{\frac{1}{2}(p-1)} \equiv (-1)^\mu \quad (\text{mod } p).
\]

But

\[
\left( \frac{m}{p} \right) \equiv m^{\frac{1}{2}(p-1)} \quad (\text{mod } p),
\]

by Theorem 83. Hence we obtain

Theorem 92 (Gauss's Lemma) : \( \frac{m}{p} = (-1)^\mu \), where \( \mu \) is the number of members of the set

\[
m, \ 2m, \ 3m, \ ..., \ \frac{1}{2}(p-1)m,
\]

whose least positive residues (modp) are greater than \( Q_p \).

Let us take in particular \( m = 2 \), so that the numbers (6.11.1) are

\[
2, \ 4 \ \ ..., \ p-1.
\]

In this case \( \lambda \) is the number of positive even integers less than \( \frac{1}{2}p \).

We introduce here a notation which we shall use frequently later. We write \( [x] \) for the ‘integral part of \( x \)’, the largest integer which does not exceed \( x \). Thus

\[
x = [x] + f,
\]

where \( 0 \leq f < 1 \). For example,

\[
[i] = 2, \quad \left[ \frac{1}{2} \right] = 0, \quad \left[ -\frac{3}{2} \right] = -2.
\]

With this notation

\[
\lambda = \left[ \frac{1}{4}p \right].
\]

But \( \lambda + \mu = HP-1 \),

and so

\[
\mu = \frac{1}{2}(p-1) - \left[ \frac{1}{4}p \right].
\]

If \( p \equiv 1 \quad (\text{mod } 4) \), then

\[
\mu = \frac{1}{2}(p-1) - \frac{1}{4}(p-1) = \frac{1}{4}(p+1) = \left[ \frac{1}{4}(p+1) \right],
\]

and if \( p \equiv 3 \quad (\text{mod } 4) \), then

\[
\mu = \frac{1}{2}(p-1) - \frac{1}{4}(p-3) = \frac{1}{4}(p+1) = \left[ \frac{1}{4}(p+1) \right].
\]
Hence \[ \frac{2}{\mathcal{F}} \equiv 2^{(p-1)} \equiv (-1)^{\frac{1}{2}(p+1)} \pmod{p}, \]
that is to say \[ \frac{2}{\mathcal{F}} = 1, \text{ if } p = 8n+1 \text{ or } 8n-1; \]
\[ \frac{2}{\mathcal{F}} = -1, \text{ if } p = 8n+3 \text{ or } 8n-3. \]

If \( p = 8n+1 \), then \( \frac{1}{2}(p^2-1) \) is even, while if \( p = 8n+3 \), it is odd.

Hence \[ (-1)^{\frac{1}{2}(p+1)} = (-1)^{p^2-1}. \]

Summing up, we have the following theorems.

**Theorem 93:** \[ \frac{2}{\mathcal{F}} \equiv (-1)^{\frac{1}{2}(p+1)}. \]

**Theorem 94:** \[ \frac{2}{\mathcal{F}} \equiv (-1)^{p^2-1}. \]

**Theorem 95.** 2 is a quadratic residue of primes of the form \( 8n\pm 1 \) and a quadratic non-residue of primes of the form \( 8n\pm 3 \).

Gauss's lemma may be used to determine the primes of which any given integer \( m \) is a quadratic residue. For example, let us take \( m = -3 \), and suppose that \( p > 3 \). The numbers (6.11.1) are

\[ -3a \quad (1 \leq a < \frac{1}{2}p), \]

and \( \mu \) is the number of these numbers whose least positive residues lie between \( \frac{1}{2}p \) and \( p \). Now

\[ -3a \equiv p-3a \pmod{p}, \]

and \( p-3a \) lies between \( \frac{1}{2}p \) and \( p \) if \( 1 \leq a < \frac{1}{6}p \). If \( \frac{1}{6}p < a < \frac{1}{5}p \), then \( p-3a \) lies between 0 and \( \frac{1}{2}p \). If \( \frac{1}{5}p < a < \frac{1}{4}p \), then

\[ -3a \equiv 2p-3a \pmod{p}, \]

and \( 2p-3a \) lies between \( \frac{1}{2}p \) and \( p \). Hence the values of \( a \) which satisfy the condition are

\[ 1, 2, \ldots, \lfloor \frac{1}{4}p \rfloor, \lfloor \frac{1}{4}p \rfloor + 1, \lfloor \frac{1}{4}p \rfloor + 2, \ldots, \lfloor \frac{1}{2}p \rfloor, \]

and

\[ \mu = \lfloor \frac{1}{6}p \rfloor + \lfloor \frac{1}{5}p \rfloor - \lfloor \frac{1}{4}p \rfloor. \]

If \( p = 6n+1 \) then \( \mu = n+3n-2n \) is even, and if \( p = 6n+5 \) then

\[ \mu = n+(3n+2)-(2n+1) \]

is odd.

**Theorem 96.** \( -3 \) is a quadratic residue of primes of the form \( 6n+1 \) and a quadratic non-residue of primes of the form \( 6n+5 \).
A further example, which we leave for the moment† to the reader, is

**Theorem 97.** *5 is a quadratic residue of primes of the form* $10n + 1$ *and a quadratic non-residue of primes of the form* $10n + 3$.

**6.12. The law of reciprocity.** The most famous theorem in this field is Gauss's 'law of reciprocity'.

**Theorem 98.** If $p$ and $q$ are odd primes, then

$$\left( \frac{p}{q} \right) \left( \frac{q}{p} \right) = (-1)^{p'q'},$$

where $P' = \frac{1}{2}(p-1)$, $q' = \frac{1}{2}(q-1)$.

Since $p'q'$ is even if either $p$ or $q$ is of the form $4n + 1$, and odd if both are of the form $4n + 3$, we can also state the theorem as

**Theorem 99.** *If $p$ and $q$ are odd primes, then*

$$\left( \frac{p}{q} \right) = \left( \frac{q}{p} \right),$$

*unless both $p$ and $q$ are of the form* $4n + 3$, *in which case*

$$\left( \frac{p}{q} \right) = -\left( \frac{q}{p} \right).$$

We require a lemma.

**Theorem 100.**‡ *If* $S(q, p) = \sum_{s=1}^{p'} \left[ \frac{sq}{p} \right],$

*then*

$$S(q, p) + S(p, q) = p'q'.$$

The proof may be stated in a geometrical form. In the figure (Fig. 7) $AC$ and $BC$ are $x = p$, $y = q$, and $KM$ and $LM$ are $x = p'$, $y = q'$.

† See § 6.13 for a proof depending on Gauss's law of reciprocity.
‡ The notation has no connexion with that of § 5.6.
If (as in the figure) \( p > q \), then \( q'/p < q/p \), and \( M \) falls below the diagonal \( OC \). Since
\[
q' \frac{qp'}{p} < q' + 1,
\]
there is no integer between \( KM = q' \) and \( KN = qp'/p \).

We count up, in two different ways, the number of lattice points in the rectangle \( OKML \), counting the points on \( KM \) and \( LM \) but not those on the axes. In the first place, this number is plainly \( p'q' \). But there are no lattice points on \( OC \) (since \( p \) and \( q \) are prime), and none in the triangle \( PMN \) except perhaps on \( PM \). Hence the number of lattice points in \( OKML \) is the sum of those in the triangles \( OKN \) and \( OLP \) (counting those on \( KN \) and \( LP \) but not those on the axes).

The number on \( ST \), the line \( x = s \), is \( [sq/p] \), since \( sq/p \) is the ordinate of \( T \). Hence the number in \( OKN \) is
\[
\sum_{s=1}^{p'} \left[ \frac{sq}{p} \right] = S(q, p).
\]
Similarly, the number in \( OLP \) is \( S(p, q) \), and the conclusion follows.

### 6.13. Proof of the law of reciprocity

We can write
\[
(6.13.1) \quad kq = \sum_{k=1}^{p'} \left[ \frac{k}{p} \right] + u_k,
\]
where
\[
1 \leq k \leq p', \quad 1 \leq u_k \leq p-1.
\]
Here \( u_k \) is the least positive residue of \( kq \) \( \pmod{p} \). If \( u_k = v_k \leq p' \), then \( u_k \) is one of the minimal residues \( r_i \) of \( 6.11 \), while if \( u_k = w_k > p' \), then \( u_k - p \) is one of the minimal residues \( -r'_j \). Thus
\[
r_i = v_k, \quad r'_j = p - w_k
\]
for every \( i, j \), and some \( k \).

The \( r_i \) and \( r'_j \) are (as we saw in \( 6.11 \)) the numbers \( 1, 2, ..., p' \) in some order. Hence, if
\[
R = \sum r_i = \sum v_k, \quad R' = \sum r'_j = \sum (p - w_k) = \mu p - \sum w_k
\]
(where \( \mu \) is, as in \( 6.11 \), the number of the \( r'_j \)), we have
\[
R + R' = \sum_{i=1}^{p'} v = \frac{1}{2} p - 1 + \frac{p + 1}{2} - \frac{p^2 - 1}{8},
\]
and so
\[
(6.13.2) \quad \mu p + \sum v_k - \sum w_k = \frac{1}{8}(p^2 - 1).
\]
On the other hand, summing (6.13.1) from \( k = 1 \) to \( k = p' \), we have
\[
(6.13.3) \quad \frac{1}{8}q(p^2 - 1) = pS(q, p) + \sum u_k = pS(q, p) + \sum v_k + \sum w_k.
\]
From (6.13.2) and (6.13.3) we deduce
\[ \frac{1}{6}(p^2-1)(q-1) = pS(q,p) + 2 \sum w_k - \mu p. \]
Now \( q \) is even, and \( p^2 - 1 \equiv 0 \pmod{8} \); \( \dagger \) so that the left-hand side of (6.13.4) is even, and also the second term on the right. Hence (since \( p \) is odd)
\[ S(q,p) \equiv \mu \pmod{2}, \]
and therefore, by Theorem 92,
\[ \left( \frac{q}{p} \right) = (-1)^\mu = (-1)^{S(q,p)}. \]
Finally,
\[ \left( \frac{q}{p} \right) \left( \frac{p}{q} \right) = (-1)^{S(q,p)+S(p,q)} = (-1)^{p'q'}, \]
by Theorem 100.

We now use the law of reciprocity to prove Theorem 97. If
\[ p = 10n+k, \]
where \( k \) is 1, 3, 7, or 9, then (since 5 is of the form \( 4n+1 \))
\[ \left( \frac{5}{p} \right) = \left( \frac{p}{5} \right) = \left( \frac{10n+k}{5} \right) = \left( \frac{k}{5} \right). \]
The residues of 5 are 1 and 4. Hence 5 is a residue of primes \( 5n+1 \) and \( 5n+4 \), i.e. of primes \( 10n+1 \) and \( 10n+9 \), and a non-residue of the other odd primes.

We now prove two theorems which provide tests for the primality of numbers of certain special forms. Both are closely related to Fermat's Theorem.

**Theorem 101.** If \( p > 2 \), \( h < p \), \( n = hp+1 \) or \( hp^2+1 \) and
\[ 2^h \not\equiv 1, \quad 2^{n-1} \equiv 1 \pmod{n}, \]
then \( n \) is prime.

We write \( n = hp^b+1 \), where \( b = 1 \) or 2, and suppose \( d \) to be the order of 2 (modn). After Theorem 88, it follows from (6.14.1) that \( d \nmid h \) and \( d \mid (n-1) \), i.e. \( d \mid hp^b \). Hence \( p \mid d \). But, by Theorem 88 again, \( d \mid \phi(n) \) and so \( p \mid \phi(n) \). If
\[ n = p_1^{a_1}...p_k^{a_k}, \]
we have
\[ \phi(n) = p_1^{a_1-1}...p_k^{a_k-1}(p_1-1)...(p_k-1) \]
and so, since \( p \nmid n \), \( p \) divides at least one of \( p_1-1, p_2-1, ..., p_k-1 \). Hence \( n \) has a prime factor \( P \equiv 1 \pmod{p} \).

\( \dagger \) If \( p = 2n+1 \) then \( p^4 - 1 = 4n(n+1) \equiv 0 \pmod{8} \).
Let \( n = Pm \). Since \( n \equiv 1 \equiv P \pmod{mp} \), we have \( m \equiv 1 \pmod{mp} \).

If \( m > 1 \), then

\[
6.14.2 \quad n = (up+1)(vp+1), \quad 1 \leq u \leq v
\]

and

\[
hp^{b-1} = uvp + u + v.
\]

If \( b = 1 \), this is \( h = uvp + u + v \) and so

\[
P \leq uvp < h < p,
\]
a contradiction. If \( b = 2 \),

\[
hp = uvp + u + v, \quad p \mid (u + v), \quad u + v \geq p
\]

and so

\[
2v \geq u + v \geq p, \quad v > \frac{1}{2}p
\]

and

\[
UV < h < p, \quad uv \leq p - 2, \quad v \leq \frac{p-2}{v} < \frac{2(p-2)}{p} < 2.
\]

Hence \( u = 1 \) and so

\[
v \geq p - 1, \quad UV \geq p - 1,
\]
a contradiction. Hence (6.14.2) is impossible and \( m = 1 \) and \( n \equiv P \).

**Theorem 102.** Let \( m \geq 2 \), \( h < 2^m \) and \( n = h2^m + 1 \) be a quadratic non-residue \( \pmod{p} \) for some odd prime \( p \). Then the necessary and sufficient condition for \( n \) to be a prime is that

\[
6.14.3 \quad p^{i(n-1)} \equiv -1 \pmod{n}.
\]

First let us suppose \( n \) prime. Since \( n \equiv 1 \pmod{4} \), we have

\[
p \equiv \frac{n}{p} \equiv -1
\]

by Theorem 99. Then (6.14.3) follows at once by Theorem 83. Hence the condition is necessary.

Now let us suppose (6.14.3) true. Let \( P \) be any prime factor of \( n \) and let \( d \) be the order of \( p \pmod{P} \). We have

\[
p^{i(n-1)} \equiv -1, \quad p^{n-1} \equiv 1, \quad p^{P-1} \equiv 1 \pmod{P}
\]

and so, by Theorem 88,

\[
d \nmid \frac{1}{2}(n-1), \quad d \mid (n-1), \quad d \mid (P-1),
\]

that is

\[
d \nmid 2^{m-h}, \quad d \mid 2^m, \quad d \mid (P-1),
\]

so that \( 2^m \mid d \) and \( 2^m \mid (P-1) \). Hence \( P = 2^m x + 1 \).

Since \( n \equiv 1 \equiv P \pmod{2^m} \), we have \( n/P \equiv 1 \pmod{2^m} \) and so

\[
n = (2^m x + 1)(2^m y + 1), \quad x \geq 1, \quad y \geq 0.
\]

Hence

\[
2^m xy < 2^m xy + x + y = h < 2^m, \quad y = 0
\]

and \( n = P \). The condition is therefore sufficient.
If we put \( h = 1, m = 2^k \), we have \( n = F_k \) in the notation of § 2.4. Since \( 1^2 \equiv 2^2 \equiv 1 \pmod{3} \) and \( F_k \equiv 2 \pmod{3} \), \( F_k \) is a non-residue (mod 3). Hence a necessary and sufficient condition that \( F_k \) be prime is that \( F_k (3^{k(F_k-1)}+1) \).

6.15. Factors of Mersenne numbers; a theorem of Euler. We return for the moment to the problem of Mersenne's numbers, mentioned in § 2.5. There is one simple criterion, due to Euler, for the factorability of \( M_p = 2^p - 1 \).

**Theorem 103.** If \( k > 1 \) and \( p = 4k + 3 \) is prime, then a necessary and sufficient condition that \( 2p+1 \) should be prime is that

\[
2^p \equiv 1 \pmod{2p+1}.
\]

Thus, if \( 2p+1 \) is prime, \( (2p+1) \) \( M_p \) and \( M_p \) is composite.

First let us suppose that \( 2p+1 = P \) is prime. By Theorem 95, since \( P \equiv 7 \pmod{8} \), 2 is a quadratic residue (mod \( P \)) and

\[
2^p = 2^{(P-1)/2} \equiv 1 \pmod{P}
\]

by Theorem 83. The condition (6.15.1) is therefore necessary and \( P | M_p \). But \( k > 1 \) and so \( p > 3 \) and \( M_p = 2^p - 1 > 2p+1 = P \). Hence \( M_p \) is composite.

Next, suppose that (6.15.1) is true. In Theorem 101, put \( h = 2, n = 2p+1 \). Clearly \( h < p \) and \( 2^h = 4 \not\equiv 1 \pmod{n} \) and, by (6.15.1),

\[
2^{n-1} = 2^{2p} \equiv 1 \pmod{n}.
\]

Hence \( n \) is prime and the condition (6.15.1) is sufficient.

Theorem 103 contains the simplest criterion known for the character of Mersenne numbers. The first eight cases in which this test gives a factor of \( M_{4n+3} \) are

\[
\begin{align*}
23 & \mid 2^{11}, & 47 & \mid 2^{23}, & 167 & \mid 2^{83}, & 263 & \mid 2^{131}, \\
359 & \mid 2^{179}, & 383 & \mid 2^{191}, & 479 & \mid 2^{239}, & 503 & \mid 2^{251}.
\end{align*}
\]

NOTES ON CHAPTER VI

§ 6.1. Fermat stated his theorem in 1640 (Œuvres, ii. 209). Euler's first proof dates from 1736, and his generalization from 1760. See Dickson, History, i, ch. iii, for full information.

§ 6.5. Legendre introduced 'Legendre's Symbol' in his Essai sur la théorie des nombres, first published in 1798. See, for example, § 135 of the second edition (1808).
§ 6.6. Wilson’s theorem was first published by Waring, Meditationes algebraicae (1770), 288. There is evidence that it was known long before to Leibniz. Goldberg (Journ. London Math. Soc. 28 (1953), 252-6) gives the residue of \((p-1)! + 1\) to modulus \(p^2\) for \(p < 10000\). See E. H. Pearson [Math. Computation 17 (1963), 194-5] for the statement about the congruence \((\text{mod } p^2)\).

§ 6.9. Theorem 89 is due to Cipolla, Annali di Mat. (3), 9 (1903), 139-60. Amongst others the following composite values of \(m\) satisfy (6.9.1) for all \(a\) prime to \(m\), viz. 3.11.17, 5.13.17, 5.17.29, 5.29.73, 7.13.19. Apart from these, the composite values of \(m \leq 2000\) for which \(2^{m-1} \equiv 1 \pmod{m}\) are:

\[
341 = 11.31, \quad 645 = 3.5.43, \quad 1387 = 19.73, \quad 1905 = 3.5.127
\]

See also Dickson, History, i. 91-95, and Lehmer, Amer. Math. Monthly, 43 (1936), 347-54. Lehmer gives a list of large composite \(m\) for which \(2^{m-1} \equiv 1 \pmod{m}\).

Theorem 90 is due to Lucas, Amer. Journal of Math. 1 (1878), 302. It has been modified in various ways by D. H. Lehmer and others in order to obtain practicable tests for the prime or composite character of a given large \(m\). See Lehmer, loc. cit., and Bulletin Amer. Math. Soc. 33 (1927), 327-40, and 34 (1928), 54-56, and Duparc, Simon Stevin 29 (1952), 21-24.

§ 6.10. The proof is that of Landau, Vorlesungen, iii. 275, improved by R. F. Whitehead. Theorem 91 is true also for \(p \equiv 1 \pmod{7}\) (N. G. W. H. Beeger, Mess. Math. 51 (1922), 149-50) and for no other \(p \leq 200000\) (see Pearson, loc. cit., above).

§§ 6.11-13. Theorem 95 was first proved by Euler. Theorem 98 was stated by Euler and Legendre, but the first satisfactory proofs were by Gauss. See Bachmann, Niedere Zahlentheorie, i, ch. 6, for the history of the subject, and many other proofs.

§6.14. Taking the known prime \(2^{137} - 1\) as in Theorem 101, Miller and Wheeler tested \(n = hp + 1\) and \(n = hp^2 + 1\) (with various small values of \(h\)) for prime factors \(< 400\) and \(< 2000\) respectively. For example, trivially, if \(h\) is odd, \(2|n\).

They then showed that \(2^n \not\equiv 1 \pmod{n}\) for the remaining \(n\) (a fairly simple matter, since \(2^n - 1\) is not large compared with \(n\)). Finally they used the Cambridge electronic computer to test whether \(2^{n-1} \equiv 1 \pmod{n}\). For each \(n = hp + 1\), this took about 3 minutes, and for each \(n = hp^2 + 1\) about 27 minutes. Several primes of form \(hp + 1\) were found. Seven numbers of the form \(hp^2 + 1\) were found not to satisfy \(2^{n-1} \equiv 1 \pmod{n}\) (and so to be composite) before \(n = 180p^2 + 1\) was found to satisfy the test. See Miller, Eureka, October 1951; Miller and Wheeler, Nature, 168 (1951), 838; and our note to § 2.5. Theorem 101 is also true when \(n = hp^3 + 1\), provided that \(h < \sqrt{p}\) and that \(h\) is not a cube. See Wright, Math. Gazette, 37 (1953), 104-6.

Robinson extended Theorem 102 (Amer. Math. Monthly, 64 (1957), 793-10) and he and Selfridge used the case \(p = 3\) of the theorem to find a large number of primes of the form \(h \cdot 2^m + 1\) (Math. tables and other aids to computation, 11 (1957), 21-22). Amongst these primes are several factors of Fermat numbers. See also the note to § 15.5.

Lucas [Théorie des nombres, i (1891), p. xiii] stated the test for the primality of \(F_p\). Hurwitz [Math. Werke, ii. 747] gave a proof. \(F_{10}\) was proved composite by this test, though an actual factor was subsequently found (see Selfridge, Math. tables and other aids to computation, 7 (1953), 274-5).

§ 6.15. Theorem 103: Euler, Comm. Acad. Petrop. 6 (1732-3), 103 [Opera (1), ii. 3].
VII

GENERAL PROPERTIES OF CONGRUENCES

7.1. Roots of congruences. An integer \( x \) which satisfies the congruence

\[
f(x) = c_0 x^n + c_1 x^{n-1} + \ldots + c_n \equiv 0 \pmod{m}
\]

is said to be a root of the congruence or a root of \( f(x) \pmod{m} \). If \( a \) is such a root, then so is any number congruent to \( a \pmod{m} \). Congruent roots are considered equivalent; when we say that the congruence has \( l \) roots, we mean that it has \( l \) incongruent roots.

An algebraic equation of degree \( n \) has (with appropriate conventions) just \( n \) roots, and a polynomial of degree \( n \) is the product of \( n \) linear factors. It is natural to inquire whether there are analogous theorems for congruences, and the consideration of a few examples shows at once that they cannot be so simple. Thus

\[
(7.1.1) \quad x^{p-1} - 1 \equiv 0 \pmod{p}
\]

has \( p-1 \) roots, viz. \( 1, 2, \ldots, p-1 \), by Theorem 71;

\[
(7.1.2) \quad x^4 - 1 \equiv 0 \pmod{16}
\]

has 8 roots, viz. \( 1, 3, 5, 7, 9, 11, 13, 15 \); and

\[
(7.1.3) \quad x^4 - 2 \equiv 0 \pmod{16}
\]

has no root. The possibilities are plainly much more complex than they are for an algebraic equation.

7.2. Integral polynomials and identical congruences. If \( c_0, c_1, \ldots, c_n \) are integers then

\[
c_0 x^n + c_1 x^{n-1} + \ldots + c_n
\]

is called an integral polynomial. If

\[
f(x) = \sum_{r=0}^{n} c_r x^{n-r}, \quad g(x) = \sum_{r=0}^{n} c'_r x^{n-r},
\]

and \( c_r \equiv c'_r \pmod{m} \) for every \( r \), then we say that \( f(x) \) and \( g(x) \) are congruent to modulus \( m \), and write

\[
f(x) \equiv g(x) \pmod{m}.
\]

Plainly

\[
f(x) \equiv g(x) \rightarrow f(x)h(x) \equiv g(x)h(x)
\]

if \( h(x) \) is any integral polynomial.

In what follows we shall use the symbol \( \equiv \) in two different senses, the sense of § 5.2, in which it expresses a relation between numbers,
and the sense just defined, in which it expresses a relation between polynomials. There should be no confusion because, except in the phrase 'the congruence \( f(x) \equiv 0 \)', the variable \( x \) will occur only when the symbol is used in the second sense. When we assert that \( f(x) \equiv g(x) \), or \( f(x) \equiv 0 \), we are using it in this sense, and there is no reference to any numerical value of \( x \). But when we make an assertion about 'the roots of the congruence \( f(x) \equiv 0 \)', or discuss 'the solution of the congruence', it is naturally the first sense which we have in mind.

In the next section we introduce a similar double use of the symbol ‘|’.

**Theorem 104.** (i) If \( p \) is prime and
\[
f(x)g(x) \equiv 0 \pmod{p},
\]
then either \( f(x) \equiv 0 \) or \( g(x) \equiv 0 \pmod{p} \).

(ii) More generally, if
\[
f(x)g(x) \equiv 0 \pmod{p^a}
\]
and
\[
f(x) \not\equiv 0 \pmod{p},
\]
then
\[
g(x) \equiv 0 \pmod{p^a}.
\]

(i) We form \( f_1(x) \) from \( f(x) \) by rejecting all terms of \( f(x) \) whose coefficients are divisible by \( p \), and \( g_1(x) \) similarly. If \( f(x) \not\equiv 0 \) and \( g(x) \not\equiv 0 \), then the first coefficients in \( f_1(x) \) and \( g_1(x) \) are not divisible by \( p \), and therefore the first coefficient in \( f_1(x)g_1(x) \) is not divisible by \( p \). Hence
\[
f(x)g(x) \equiv f_1(x)g_1(x) \not\equiv 0 \pmod{p}.
\]

(ii) We may reject multiples of \( p \) from \( f(x) \), and multiples of \( p^a \) from \( g(x) \), and the result follows in the same way. This part of the theorem will be required in Ch. VIII.

If \( f(x) \equiv g(x) \), then \( f(a) \equiv g(a) \) for all values of \( a \). The converse is not true; thus
\[
a^p \equiv a \pmod{p}
\]
for all \( a \), by Theorem 70, but
\[
x^p \equiv x \pmod{p}
\]
is false.

**7.3. Divisibility of polynomials (mod \( m \)).** We say that \( f(x) \) is divisible by \( g(x) \) to modulus \( m \) if there is an integral polynomial \( h(x) \) such that
\[
f(x) \equiv g(x)h(x) \pmod{m}.
\]
We then write
\[
g(x) \mid f(x) \pmod{m}.
\]

**Theorem 105.** A necessary and sufficient condition that
\[
(x-u) \mid f(x) \pmod{m}
\]
is that
\[
f(a) \equiv 0 \pmod{m}.
\]
\( \dagger \) e.g. in § 8.2.
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If
\[(x-a) \mid f(x) \pmod{m},\]
then
\[f(x) \equiv (x-a)h(x) \pmod{m}\]
for some integral polynomial \(h(x)\), and so
\[f(a) \equiv 0 \pmod{m}.

The condition is therefore necessary.

It is also sufficient. If
\[f(a) \equiv 0 \pmod{m},\]
then
\[f(x) \equiv f(x) - f(a) \pmod{m}.

But
\[f(x) = \sum c_r x^{n-r}\]
and
\[f(x) - f(a) = (x-a)h(x),\]
where
\[h(x) = \frac{f(x) - f(a)}{x-a} = \sum c_r(x^{n-r-1} + x^{n-r-2}a + \ldots + a^{n-r-1})\]
is an integral polynomial. The degree of \(h(x)\) is one less than that of \(f(x)\).

7.4. Roots of congruences to a prime modulus. In what follows we suppose that the modulus \(m\) is prime; it is only in this case that there is a simple general theory. We write \(p\) for \(m\).

**Theorem 106.** If \(p\) is prime and
\[f(x) \equiv g(x)h(x) \pmod{p},\]
then any root of \(f(x) \pmod{p}\) is a root either of \(g(z)\) or of \(h(z)\).

If \(a\) is any root of \(f(x) \pmod{p}\), then
\[f(a) \equiv 0 \pmod{p},\]
or
\[g(a)h(a) \equiv 0 \pmod{p}.

Hence \(g(a) \equiv 0 \pmod{p}\) or \(h(a) \equiv 0 \pmod{p}\), and so \(a\) is a root of \(g(x)\) or of \(h(x) \pmod{p}\).

The condition that the modulus is prime is essential. Thus
\[x^2 \equiv x^2 - 4 \equiv (x-2)(x+2) \pmod{4},\]
and 4 is a root of \(x^2 \equiv 0 \pmod{4}\) but not of \(x-2 \equiv 0 \pmod{4}\) or of \(x+2 \equiv 0 \pmod{4}\).

**Theorem 107.** If \(f(x)\) is of degree \(n\), and has more than \(n\) roots \(\pmod{p}\), then
\[f(x) \equiv 0 \pmod{p}.

The theorem is significant only when \(n < p\). It is true for \(n = 1\), by Theorem 57; and we may therefore prove it by induction.
We assume then that the theorem is true for a polynomial of degree less than \( n \). If \( f(x) \) is of degree \( n \), and \( f(a) \equiv 0 \pmod{p} \), then
\[
f(x) \equiv (x-a)g(x) \pmod{p},
\]
by Theorem 105; and \( g(z) \) is at most of degree \( n \)-1. By Theorem 106, any root of \( f(x) \) is either a or a root of \( g(x) \). If \( f(z) \) has more than \( n \) roots, then \( g(x) \) must have more than \( n \)-1 roots, and so
\[
g(x) \equiv 0 \pmod{p},
\]
from which it follows that
\[
f(x) \equiv 0 \pmod{p}.
\]
The condition that the modulus is prime is again essential. Thus
\[
x^4 - 1 \equiv 0 \pmod{16}
\]
has 8 roots.

The argument proves also

**Theorem 108.** If \( f(x) \) has its full number of roots
\[
a_1, a_2, \ldots, a_n \pmod{p},
\]
then
\[
f(x) \equiv c_0(x-a_1)(x-a_2)\ldots(x-a_n) \pmod{p}.
\]

### 7.5. Some applications of the general theorems.

1. Fermat’s theorem shows that the binomial congruence
\[
x^d \equiv 1 \pmod{p}
\]
has its full number of roots when \( d = p-1 \). We can now prove that this is true when \( d \) is any divisor of \( p-1 \).

**Theorem 109.** If \( p \) is prime and \( d \mid p-1 \), then the congruence (7.5.1) has \( d \) roots.

We have
\[
x^{p-1} - 1 = (x^d - 1)g(x),
\]
where
\[
g(x) = x^{p-1-d} + x^{p-1-2d} + \ldots + x^d + 1.
\]
Now \( x^{p-1} - 1 \equiv 0 \) has \( p-1 \) roots, and \( g(x) \equiv 0 \) has at most \( p-1 \)-d. It follows, by Theorem 106, that \( x^d - 1 \equiv 0 \) has at least \( d \) roots, and therefore exactly \( d \).

Of the \( d \) roots of (7.5.1), some will belong to \( d \) in the sense of § 6.8, but others (for example 1) to smaller divisors of \( p-1 \). The number belonging to \( d \) is given by the next theorem.

**Theorem 110.** Of the \( d \) roots of (7.5.1), \( \phi(d) \) belong to \( d \). In particular, there are \( \phi(p-1) \) primitive roots of \( p \).

If \#(d) is the number of roots belonging to \( d \), then
\[
\sum_{d \mid p-1} \psi(d) = p-1,
\]
since each of 1, 2, ..., \( p-1 \) belongs to some \( d \); and also
\[
\sum_{d \mid p-1} \phi(d) = p-1,
\]
by Theorem 63. If we can show that \( \psi(d) \leq \phi(d) \), it will follow that 
\( \psi(d) = \phi(d) \) for each \( d \).

If \( \psi(d) > 0 \), then one at any rate of \( 1, 2, \ldots, p - 1 \), say \( f \), belongs to \( d \).
We consider the numbers
\[
f_h = f^{h} \quad (0 \leq h \leq d - 1).
\]
Each of these numbers is a root of \( (7.5.1) \), since \( f^d \equiv 1 \) implies \( f^{hd} \equiv 1 \).
They are incongruent (mod \( p \)), since \( f^h \equiv f^{h'} \), where \( h' < h < d \), would imply \( f^k \equiv 1 \), where \( 0 < k = h - h' < d \) and then \( f \) would not belong to \( d \) and therefore, by Theorem 109, they are all the roots of \( (7.5.1) \).
Finally, if \( f_h \) belongs to \( d \), then \( (h, d) = 1 \); for \( k \mid h, k \mid d \), and \( k \geq 1 \) would imply
\[
(f^h)^{dk} = (f^d)^{h/k} \equiv 1,
\]
in which case \( f_h \) would belong to a smaller index than \( d \). Thus \( h \) must be one of the \( \phi(d) \) numbers less than and prime to \( d \), and therefore \( \psi(d) \leq \phi(d) \).

We have plainly proved incidentally

**Theorem 111.** If \( p \) is an odd prime, then there are numbers \( g \) such that \( 1, g, g^2, \ldots, g^{p-2} \) are incongruent (mod \( p \)).

(2) The polynomial \( f(x) = x^{p-1} - 1 \)

is of degree \( p - 1 \) and, by Fermat’s theorem, has the \( p - 1 \) roots \( 1, 2, 3, \ldots, p - 1 \) (mod \( p \)). Applying Theorem 108, we obtain

**Theorem 112.** If \( p \) is prime, then

\[
x^{p-1} - 1 \equiv (x-1)(x-2)\ldots(x-p+1) \pmod{p}.
\]

If we compare the constant terms, we obtain a new proof of Wilson’s theorem. If we compare the coefficients of \( x^{p-2}, x^{p-3}, \ldots, x \), we obtain

**Theorem 113.** If \( p \) is an odd prime, \( 1 < l < p - 1 \), and \( A \), is the sum of the products of \( l \) different members of the set \( 1, 2, \ldots, p - 1 \), then \( A \equiv 0 \) (mod \( p \)).

We can use Theorem 112 to prove Theorem 76. We suppose \( p \) odd.

Suppose that \( n = rp - s \quad (r \geq 1, 0 \leq s < p) \).

Then
\[
\binom{p+n-1}{n} = \frac{(rp-s+p-1)!}{(rp-s)! (p-1)!} = \frac{(rp-s+1)(rp-s+2)\ldots(rp-s+p-1)}{(p-1)!}
\]
is an integer \( i \), and
\[
(rp-s+1)(rp-s+2)\ldots(rp-s+p-1) = (p-1)!i \equiv -i \pmod{p}.
\]
by Wilson’s theorem (Theorem 80). But the left-hand side is congruent to
\[
(s-1)(s-2)\ldots(s-p+1) \equiv s^{p-1} - 1 \pmod{p},
\]
by Theorem 112, and is therefore congruent to \( -1 \) when \( s = 0 \) and to \( 0 \) otherwise.
7.6. Lagrange’s proof of Fermat’s and Wilson’s theorems. We based our proof of Theorem 112 on Fermat’s theorem and on Theorem 108. Lagrange, the discoverer of the theorem, proved it directly, and his argument contains another proof of Fermat’s theorem.

We suppose \( p \) odd. Then

\[
(x-1)(x-2)...(x-p+1) = x^{p-1} - A_1 x^{p-2} + ... + A_{p-1},
\]

where \( A_n \) are defined as in Theorem 113. If we multiply both sides by \( x \) and change \( x \) into \( x-1 \), we have

\[
(x-1)^p - A_1 (x-1)^{p-1} + ... + A_{p-1} (x-1) = (x-1)(x-2)...(x-p)
= (x-p)(x^{p-1} - A_1 x^{p-2} + ... + A_{p-1}).
\]

Equating coefficients, we obtain

\[
\binom{p}{1} + A_1 = p + A_1,
\]

\[
\binom{p}{2} + \binom{p-1}{1} A_1 + A_2 = p A_1 + A_2,
\]

\[
\binom{p}{3} + \binom{p-1}{2} A_1 + \binom{p-2}{1} A_2 + A_3 = p A_2 + A_3,
\]

and so on. The first equation is an identity; the others yield in succession

\[
A_1 = \binom{p}{2},
\]

\[
2A_2 = \binom{p}{3} + \binom{p-1}{2} A_1,
\]

\[
3A_3 = \binom{p}{4} + \binom{p-1}{3} A_1 + \binom{p-2}{2} A_2,
\]

\[
\ldots \ldots \ldots \ldots \ldots \ldots
\]

\[
(p-1) A_{p-1} = 1 + A_1 + A_2 + ... + A_{p-2}.
\]

Hence we deduce successively

\[
p | A_1, \ p | A_2, \ ... , \ p | A_{p-2},
\]

and finally

\[
(p-1) A_{p-1} \equiv 1 \pmod{p}
\]

or

\[
A_{p-1} \equiv -1 \pmod{p}.
\]

Since \( A_{p-1} = (p-1)! \), (7.6.3) is Wilson’s theorem; and (7.6.2) and (7.6.3) together give Theorem 112. Finally, since

\[
(x-1)(x-2)...(x-p+1) \equiv 0 \pmod{p}
\]

for any \( x \) which is not a multiple of \( p \), Fermat’s theorem follows as a corollary.

7.7. The residue of \( \frac{1}{2} (p-1)! \). Suppose that \( p \) is an odd prime and

\[
w = \frac{1}{2} (p-1),
\]


From
\[(p - 1)! \equiv 1 \cdot 2 \cdot \cdots \cdot \frac{1}{2}(p - 1)\{p - \frac{1}{2}(p - 1)\}\{p - \frac{1}{2}(p - 3)\} \ldots (p - 1)\]
\[\equiv (-1)^{\omega}(\omega!)^2 \pmod{p}\]
it follows, by Wilson’s theorem, that
\[\omega!^2 \equiv (-1)^{\omega - 1} \pmod{p}.
\]
We must now distinguish the two cases \(p = 4n + 1\) and \(p = 4n + 3\).
If \(p = 4n + 1\), then
\[\omega!^2 \equiv -1 \pmod{p},\]
so that (as we proved otherwise in §6.6) \(-1\) is a quadratic residue of \(p\).
In this case \(\omega\) is congruent to one or other of the roots of \(x^2 \equiv -1 \pmod{p}\).
If \(p = 4n + 3\), then
\[
\begin{align*}
\omega!^2 & \equiv 1 \pmod{p}, \\
\omega & \equiv \pm 1 \pmod{p}.
\end{align*}
\]
Since \(-1\) is a non-residue of \(p\), the sign in (7.7.2) is positive or negative according as \(\omega!\) is a residue or non-residue of \(p\). But \(\omega!\) is the product of the positive integers less than \(\frac{1}{2}p\), and therefore, by Theorem 85, the sign in (7.1.2) is positive or negative according as the number of non-residues of \(p\) less than \(\frac{1}{2}p\) is even or odd.

**Theorem 114.** If \(p\) is a prime \(4n + 3\), then
\[
\{\frac{1}{2}(p - 1)\}! \equiv (-1)^v \pmod{p},
\]
where \(v\) is the number of quadratic non-residues less than \(\frac{1}{2}p\).

7.8. A theorem of Wolstenholme. It follows from Theorem 113 that the numerator of the fraction
\[
1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{p - 1}
\]
is divisible by \(p\); in fact the numerator is the \(A_{p-2}\) of that theorem. We can, however, go farther.

**Theorem 115.** If \(p\) is a prime greater than 3, then the numerator of the fraction
\[
1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{p - 1}
\]
is divisible by \(p^2\).

The result is false when \(p = 3\). It is irrelevant whether the fraction is or is not reduced to its lowest terms, since in any case the denominator cannot be divisible by \(p\).

The theorem may be stated in a different form. If \(i\) is prime to \(m\), the congruence
\[ix \equiv 1 \pmod{m}\]
has just one root, which we call the associate of \( i \pmod{m} \). We may denote this associate by \( \bar{i} \), but it is often convenient, when it is plain that we are concerned with an integer, to use the notation

\[
\bar{i}.
\]

(or \( 1/i \)). More generally we may, in similar circumstances, use

\[
b
\]

\[
a
\]

(or \( b/a \)) for the solution of \( ax \equiv b \).

We may then (as we shall see in a moment) state Wolstenholme’s theorem in the form

**Theorem 116.** If \( P > 3 \), and \( 1/i \) is the associate of \( i \pmod{p^2} \), then

\[
1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{p-1} \equiv 0 \pmod{p^2}.
\]

We may elucidate the notation by proving first that

\[
1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{p-1} \equiv 0 \pmod{p}.
\]

(7.8.2)

For this, we have only to observe that, if \( 0 < i < p \), then

\[
i . \frac{1}{i} \equiv 1, \quad (p-i) \frac{1}{p-i} \equiv 1 \pmod{p}.
\]

Hence

\[
i \left( \frac{1}{i} + \frac{1}{p-i} \right) \equiv i \cdot \frac{1}{i} - (p-i) \frac{1}{p-i} \equiv 0 \pmod{p},
\]

\[
\frac{1}{i} + \frac{1}{p-i} \equiv 0 \pmod{p},
\]

and the result follows by summation.

We show next that the two forms of Wolstenholme’s theorem (Theorems 115 and 116) are equivalent. If \( 0 < x < p \) and \( \bar{x} \) is the associate of \( x \pmod{p^2} \), then

\[
\bar{x}(p-1)! = x\bar{x}(p-1)! = \frac{(p-1)!}{x} \pmod{p^2}.
\]

Hence

\[
(p-1)! (\bar{1} + \frac{1}{2} + \ldots + \frac{1}{p-1}) \equiv (p-1)! \left( 1 + \frac{1}{2} + \ldots + \frac{1}{p-1} \right) \pmod{p^2},
\]

the fractions on the right having their common interpretation; and the equivalence follows.

† As in § 6.5, the \( a \) of § 6.5 being now 1.

‡ Here, naturally, \( 1/i \) is the associate of \( i \pmod{p} \). This is determinate \( \pmod{p} \), but indeterminate \( \pmod{p^2} \) to the extent of an arbitrary multiple of \( p \).
To prove the theorem itself we put \( x = p \) in the identity (7.6.1). This gives
\[
(p-1)! = p^{p-1} - A_1 p^{p-2} + \ldots - A_{p-2} p + A_{p-1}.
\]
But \( A_{p-1} = (p-1)! \), and therefore
\[
p^{p-2} - A_1 p^{p-3} + \ldots + A_{p-3} p - A_{p-2} = 0.
\]
Since \( p > 3 \) and \( p \mid A_1, p \mid A_2, \ldots, p \mid A_{p-3} \), by Theorem 113, it follows that \( p^2 \mid A_{p-2} \), i.e.
\[
p^2 \mid (p-1)! \left(1 + \frac{1}{2} + \ldots + \frac{1}{p-1}\right).
\]
This is equivalent to Wolstenholme's theorem.

The numerator of
\[
C_p = 1 + \frac{1}{2^2} + \ldots + \frac{1}{(p-1)^2}
\]
is \( A_{p-2}^2 - 2A_{p-1} A_{p-3} \), and is therefore divisible by \( p \). Hence

**Theorem 117.** If \( p > 3 \), then \( C_p \equiv 0 \) (modp).

### 7.9. The theorem of von Staudt.

We conclude this chapter by proving a famous theorem of von Staudt concerning Bernoulli's numbers.

Bernoulli's numbers are usually defined as the coefficients in the expansion\(^\dagger\)
\[
\frac{e^x - 1}{e^x - 1} = 1 - \frac{1}{2}x + \frac{B_1}{2!} x^2 - \frac{B_2}{4!} x^4 + \frac{B_3}{6!} x^6 - \ldots.
\]

We shall find it convenient to write
\[
\frac{x}{e^x - 1} = \beta_0 + \frac{\beta_1}{1!} x + \frac{\beta_2}{2!} x^2 + \frac{\beta_3}{3!} x^3 + \ldots,
\]
so that \( \beta_0 = 1, \beta_1 = -\frac{1}{2} \) and
\[
\beta_{2k} = (-1)^{k-1} B_k, \quad \beta_{2k+1} = 0 \quad (k \geq 1).
\]
The importance of the numbers comes primarily from their occurrence in the 'Euler–Maclaurin sum-formula' for \( \sum m^k \). In fact
\[
(7.9.1) \quad 1^k + 2^k + \ldots + (n-1)^k = \sum_{r=0}^{k} \frac{1}{k+1-r} \binom{k}{r} n^{k+1-r} \beta_r
\]
for \( k \geq 1 \). For the left-hand side is the coefficient of \( x^{k+1} \) in
\[
k! x (1 + e^x + e^{2x} + \ldots + e^{(n-1)x}) = k! x \frac{1 - e^{nx}}{1 - e^x} = k! \frac{x}{e^x - 1} (e^{nx} - 1)
\]
\[
= k! \left(1 + \frac{\beta_1}{1!} x + \frac{\beta_2}{2!} x^2 + \ldots\right) \left(nx + \frac{n^2 x^2}{2!} + \ldots\right);
\]
and (7.9.1) follows by picking out the coefficient in this product.

\(^\dagger\)This expansion is convergent whenever \(|x| < 2\pi\).
von Staudt's theorem determines the fractional part of $B$.

**Theorem 118.** If $k \geq 1$, then

$$(-1)^k B_k \equiv \sum_{p} \frac{1}{p} \pmod{1},$$

the summation being extended over the primes $p$ such that $(p-1)|2k$.

For example, if $k = 1$, then $(p-1)|2$, which is true if $p = 2$ or $p = 3$. Hence $-B_1 \equiv \frac{1}{2} + \frac{1}{3} = \frac{5}{6}$; and in fact $B_1 = \frac{1}{6}$. When we restate (7.9.2) in terms of the $\beta$, it becomes

$$\beta_k + \sum_{(p-1)\mid k} \frac{1}{p} = i,$$

where

$$k = 1, 2, 4, 6, \ldots$$

and $i$ is an integer. If we define $k(p)$ by

$$\epsilon_k(p) = \begin{cases} 1 & \text{if } (p-1) \not| \ k, \\ 0 & \text{if } (p-1) \mid \ k, \end{cases}$$

then (7.9.3) takes the form

$$\beta_k + \sum_{p} \frac{\epsilon_k(p)}{p} = i,$$

where $p$ now runs through all primes.

In particular von Staudt's theorem shows that there is no squared factor in the denominator of any Bernoullian number.

**7.10. Proof of von Staudt's theorem.** The proof of Theorem 118 depends upon the following lemma.

**Theorem 119:**

$$\sum_{1}^{p-1} \frac{m^k}{p} \equiv -\epsilon_k(p) \pmod{p}.$$  

If $(p-1) | k$, then $m^k \equiv 1$, by Fermat's theorem, and

$$\sum m^k \equiv p-1 \equiv -1 \equiv -\epsilon_k(p) \pmod{p}.$$  

If $(p-1) \not| k$, and $g$ is a primitive root of $p$, then

$$g^k \not\equiv 1 \pmod{p},$$  

by Theorem 88. The sets $g, 2g, \ldots, (p-1)g$ and $1, 2, \ldots, p-1$ are equivalent (mod $p$), and therefore

$$\sum (mg)^k \equiv \sum m^k \pmod{p},$$  

$$(g^k-1) \sum m^k \equiv 0 \pmod{p},$$  

and

$$\sum m^k \equiv 0 \equiv -\epsilon_k(p) \pmod{p},$$  

by (7.10.1). Thus $\sum m^k \equiv -\epsilon_k(p)$ in any case.
We now prove Theorem 118 by induction, assuming that it is true for any number \( l \) of the sequence (7.9.4) less than \( k \), and deducing that it is true for \( k \). In what follows \( k \) and \( l \) belong to (7.9.4), \( r \) runs from 0 to \( k \), \( \beta_0 = 1 \) and \( \beta_3 = \beta_5 = \ldots = 0 \). We have already verified the theorem when \( k = 2 \), and we may suppose \( k > 2 \).

It follows from (7.9.1) and Theorem 119 that, if \( w \) is any prime

\[
\epsilon_k(w) + \sum_{r=0}^{k} \frac{1}{k+1-r} \binom{k}{r} w^{k+1-r} \beta_r \equiv 0 \pmod{w}
\]

or

\[
(7.10.2) \quad \beta_k + \frac{\epsilon_k(w)}{w} + \sum_{r=0}^{k-2} \frac{1}{k+1-r} \binom{k}{r} w^{k+1-r} (w \beta_r) \equiv 0 \pmod{1};
\]

there is no term in \( \beta_{k-1} \), since \( \beta_{k-1} = 0 \). We consider whether the denominator of

\[
u_{k,r} = \frac{1}{k+1-r} \binom{k}{r} w^{k+1-r} (w \beta_r)
\]

can be divisible by \( w \).

If \( r \) is not an \( l \), \( \beta_r \) is 1 or 0. If \( r \) is an \( l \), then, by the inductive hypothesis, the denominator of \( \beta_r \) has no squared factor,† and that of \( w \beta_r \) is not divisible by \( w \). The factor \( k \) is integral. Hence the denominator of \( \nu_{k,r} \) is divisible by \( w \) only if that of

\[
\frac{w^{k+1-r}}{k+1-r} \rightarrow \frac{w^{s-1}}{s+1}
\]

is divisible by \( w \). In this case

\[
s+1 \geq w^s.
\]

But \( s = k-r \geq 2 \), and therefore

\[
s+1 < 2^s \leq w^s;
\]

a contradiction. It follows that the denominator of \( \nu_{k,r} \) is not divisible by \( w \).

Hence

\[
\beta_k + \frac{\epsilon_k(w)}{w} = \frac{a_k}{b_k},
\]

where \( w \nmid b_k \); and

\[
\frac{\epsilon_k(p)}{p} (p \neq w)
\]

is obviously of the same form. It follows that

\[
(7.10.3) \quad \beta_k + \sum \frac{\epsilon_k(p)}{p} = \frac{A_k}{B_k},
\]

† It will be observed that we do not need the full force of the inductive hypothesis.
where $B_k$ is not divisible by $\varpi$. Since $\varpi$ is an arbitrary prime, $B_k$ must be 1. Hence the right-hand side of (7.10.3) is an integer; and this proves the theorem.

Suppose in particular that $k$ is a prime of the form $3n + 1$. Then $(p-1) 2k$ only if $p$ is one of 2, 3, $k+1$, $2k+1$. But $k+1$ is even, and $2k+1 = 6n+3$ is divisible by 3, so that 2 and 3 are the only permissible values of $p$. Hence

**Theorem 120.** If $k$ is a prime of the form $3n + 1$, then

$$B_k \equiv \frac{1}{6} \pmod{1}.$$ 

The argument can be developed to prove that if $k$ is given, there are an infinity of $l$ for which $B_l$ has the same fractional part as $B_k$; but for this we need Dirichlet’s Theorem 15 (or the special case of the theorem in which $b = 1$).

**NOTES ON CHAPTER VII**

§§ 7.2-4. For the most part we follow Hecke, § 3.

§ 7.6. Lagrange, Nouveaux mémoires de l’Académie royale de Berlin, 2 (1773), 125 (Œuvres, iii. 425). This was the first published proof of Wilson’s theorem.


§ 7.8. Wolstenholme, Quarterly Journal of Math. 5 (1862), 35-39. There are many generalizations of Theorem 115, some of which are also generalizations of Theorem 113. See § 8.7.

The theorem has generally been described as ‘Wolstenholme’s theorem’, and we follow the usual practice. But N. Rama Rao [Bull. Calcutta Math. Soc. 29 (1938), 167-70] has pointed out that it, and a good many of its extensions, had been anticipated by Waring, Meditationes algebraicae, ed. 2 (1782), 383.


Theorem 120, and the more general theorem referred to in connexion with it, are due to Rado (ibid. 88-90).
8.1. Linear congruences. We have supposed since § 7.4 (apart from a momentary digression in § 7.8) that the modulus $m$ is prime. In this chapter we prove a few theorems concerning congruences to general moduli. The theory is much less simple when the modulus is composite, and we shall not attempt any systematic discussion.

We considered the general linear congruence

\[(8.1.1) \quad a \equiv b \pmod{d} \]

in § 5.4, and it will be convenient to recall our results. The congruence is insoluble unless

\[(8.1.2) \quad d = (a, m) \mid b. \]

If this condition is satisfied, then (8.1.1) has just $d$ solutions, viz.

\[\xi, \xi + \frac{m}{d}, \xi + 2 \frac{m}{d}, \ldots, \xi + (d - 1) \frac{m}{d}, \]

where $\xi$ is the unique solution of

\[\frac{a}{d} x \equiv \frac{b}{d} \pmod{\frac{m}{d}}.\]

We consider next a system

\[(8.1.3) \quad a_1 x \equiv b_1 \pmod{m_1}, \quad a_2 x \equiv b_2 \pmod{m_2}, \ldots, \quad a_k x \equiv b_k \pmod{m_k}.\]

of linear congruences to coprime moduli $m_1, m_2, \ldots, m_k$. The system will be insoluble unless $(a_i, m_i) \mid b_i$ for every $i$. If this condition is satisfied, we can solve each congruence separately, and the problem is reduced to that of the solution of a certain number of systems

\[(8.1.4) \quad x \equiv c_1 \pmod{m_1}, \quad x \equiv c_2 \pmod{m_2}, \quad \ldots \quad x \equiv c_k \pmod{m_k}.\]

The $m_i$ here are not the same as in (8.1.3); in fact the $m_i$ of (8.1.4) is $m_i/(a_i, m_i)$ in the notation of (8.1.3).

We write

\[m = m_1 m_2 \ldots m_k = m_1 M_1 = m_2 M_2 = \ldots = m_k M_k.\]

Since $(m_i, M_i) = 1$, there is an $n_i$ (unique to modulus $m_i$) such that

\[n_i M_i \equiv 1 \pmod{m_i}.\]

If

\[(8.1.5) \quad x = n_1 M_1 c_1 + n_2 M_2 c_2 + \ldots + n_k M_k c_k,\]
then \( x \equiv n_i \, M_i \, c_i \equiv c_i \pmod{m_i} \) for every \( i \), so that \( x \) satisfies \((8.1.4)\).

If \( y \) satisfies \((8.1.4)\), then
\[
y \equiv c_i \equiv x \pmod{m_i}
\]
for every \( i \), and therefore (since the \( m_i \) are coprime), \( y \equiv x \pmod{m} \).

Hence the solution \( x \) is unique \( \pmod{m} \).

**Theorem 12.1.** If \( m_1, m_2, \ldots, m_k \) are coprime, then the system \((8.1.4)\) has a unique solution \( \pmod{(m)} \) given by \((8.1.5)\).

The problem is more complicated when the moduli are not coprime. We content ourselves with an illustration.

Six professors begin courses of lectures on Monday, Tuesday, Wednesday, Thursday, Friday, and Saturday, and announce their intentions of lecturing at intervals of two, three, four, one, six, and five days respectively. The regulations of the university forbid Sunday lectures (so that a Sunday lecture must be omitted). When first will all six professors find themselves compelled to omit a lecture?

If the day in question is the \( x \)th (counting from and including the first Monday), then
\[
x = 1 + 2k_1 = 2 + 3k_2 = 3 + 4k_3 = 4 + k_4 = 5 + 6k_4 = 6 + 5k_6 = 7k_7,
\]
where the \( k \) are integers; i.e.

1. \( x \equiv 1 \pmod{2} \)
2. \( x \equiv 2 \pmod{3} \)
3. \( x \equiv 3 \pmod{4} \)
4. \( x \equiv 4 \pmod{1} \)
5. \( x \equiv 5 \pmod{6} \)
6. \( x \equiv 6 \pmod{5} \)
7. \( x \equiv 0 \pmod{7} \)

Of these congruences, (4) is no restriction, and (1) and (2) are included in (3) and (5). Of the two latter, (3) shows that \( x \) is congruent to 3, 7, or 11 \( \pmod{12} \), and (5) that \( x \) is congruent to 5 or 11, so that (3) and (5) together are equivalent to \( x \equiv 11 \pmod{12} \). Hence the problem is that of solving
\[
x \equiv 11 \pmod{12}, \quad x \equiv 6 \pmod{5}, \quad x \equiv 0 \pmod{7}
\]
or
\[
x \equiv -1 \pmod{12}, \quad x \equiv 1 \pmod{5}, \quad x \equiv 0 \pmod{7}
\]

This is a case of the problem solved by Theorem 12.1. Here
\[
m_1 = 12, \quad m_2 = 5, \quad m_3 = 7, \quad m = 420,
\]
\[
M_1 = 35, \quad M_2 = 84, \quad M_3 = 60.
\]
The \( n \) are given by
\[
35n_1 \equiv 1 \pmod{12}, \quad 84n_2 \equiv 1 \pmod{5}, \quad 60n_3 \equiv 1 \pmod{7},
\]
or
\[
-n_1 \equiv 1 \pmod{12}, \quad -n_2 \equiv 1 \pmod{5}, \quad 4n_3 \equiv 1 \pmod{7};
\]
and we can take \( n_1 = -1, n_2 = -1, n_3 = 2 \). Hence
\[
x \equiv (-1)(-1)35 + (-1)1.84 + 2.0.60 = -49 \equiv 371 \pmod{420}.
\]
The first \( x \) satisfying the condition is 371.

### 8.2. Congruences of higher degree.

We can now reduce the solution of the general congruence\( \dagger \)

\((8.2.1)\)
\[
f(x) \equiv 0 \pmod{m},
\]
where \( f(x) \) is any integral polynomial, to that of a number of congruences whose moduli are powers of primes.

\( \dagger \) See § 7.2.
Suppose that
\[ m = m_1 m_2 \ldots m_k, \]
no two \( m_i \) having a common factor. Every solution of (8.2.1) satisfies
\[ f(x) \equiv 0 \pmod{m_i} \quad (i = 1, 2, \ldots, k). \]
If \( c_1, c_2, \ldots, c_k \) is a set of solutions of (8.2.2), and \( x \) is the solution of
\[ x \equiv c_i \pmod{m_i} \quad (i = 1, 2, \ldots, k), \]
given by Theorem 121, then
\[ f(x) \equiv f(c_i) \equiv 0 \pmod{m_i} \]
and therefore \( f(x) \equiv 0 \pmod{m} \). Thus every set of solutions of (8.2.2) gives a solution of (8.2.1), and conversely. In particular

**Theorem 122.** The number of roots of (8.2.1) is the product of the numbers of roots of the separate congruences (8.2.2).

If \( m = p_1^{a_1} p_2^{a_2} \ldots p_k^{a_k} \), we may take \( m_i = p_i^{a_i} \).

### 8.3. Congruences to a prime-power modulus.

We have now to consider the congruence
\[ f(z) \equiv 0 \pmod{p^a}, \]
where \( p \) is prime and \( a > 1 \).

Suppose first that \( x \) is a root of (8.3.1) for which
\[ 0 \leq x < p^a. \]
Then \( x \) satisfies
\[ f(x) \equiv 0 \pmod{p^{a-1}}, \]
and is of the form
\[ \xi + sp^{a-1} \quad (0 \leq s < p), \]
where \( \xi \) is a root of (8.3.3) for which
\[ 0 \leq \xi < p^{a-1}. \]

Next, if \( \xi \) is a root of (8.3.3) satisfying (8.3.5), then
\[ f(\xi + sp^{a-1}) = f(\xi) + sp^{a-1}f'(\xi) + \frac{1}{2} s^2 p^{2a-2} f''(\xi) + \ldots \]
\[ \equiv f(\xi) + sp^{a-1}f'(\xi) \pmod{p^a}, \]
since \( 2a - 2 \geq a, 3a - 3 \geq a, \ldots \), and the coefficients in
\[ f^{(k)}(\xi) \]
\[ k! \]
are integers. We have now to distinguish two cases.

1. Suppose that
\[ f'(\xi) \not\equiv 0 \pmod{p}. \]
Then \( \xi + sp^{a-1} \) is a root of (8.3.1) if and only if
\[ f(\xi) + sp^{a-1}f'(\xi) \equiv 0 \pmod{p^a} \]
or
\[ sf'(\xi) \equiv -\frac{f(\xi)}{p^{a-1}} \pmod{p}, \]
and there is just one solution (modp) satisfying this condition. Hence the number of roots of (8.3.3) is the \textit{same} as the number of roots of (8.3.1).

(2) Suppose that
\[ f'(\xi) \equiv 0 \pmod{p}. \]
Then
\[ f(\xi + sp^{a-1}) \equiv f(\xi) \pmod{p^a}. \]
If \( f(\xi) \not\equiv 0 \pmod{p^a} \), then (8.3.1) is insoluble. If \( f(\xi) \equiv 0 \pmod{p^a} \), then (8.3.4) is a solution of (8.3.1) for every \( s \), and there are \( p \) solutions of (8.3.1) corresponding to every solution of (8.3.3).

**Theorem 123.** The number of solutions of (8.3.1) corresponding to a solution \( \xi \) of (8.3.3) is

(a) \textit{none}, if \( f'(\xi) \equiv 0 \pmod{p} \) and \( \xi \) is not a solution of (8.3.1);

(b) \textit{one}, if \( f'(\xi) \not\equiv 0 \pmod{p} \);

(c) \textit{\( p \)}, if \( f'(\xi) \equiv 0 \pmod{p} \) and \( \xi \) is a solution of (8.3.1).

The solutions of (8.3.1) corresponding to \( \xi \) may be derived \textit{from} \( \xi \), in case (b) by the solution of a linear congruence, in case (c) by \textit{adding any multiple of} \( p^{a-1} \) to \( \xi \).

**8.4. Examples.** (1) The congruence
\[ f(x) = x^{p-1} - 1 \equiv 0 \pmod{p} \]
has the \( p-1 \) roots \( 1, 2, \ldots, p-1 \); and if \( \xi \) is any one of these, then
\[ f'(\xi) = (p-1)\xi^{p-2} \not\equiv 0 \pmod{p}. \]
Hence \( f(x) \equiv 0 \pmod{p^2} \) has just \( p-1 \) roots. Repeating the argument, we obtain

**Theorem 124.** The congruence
\[ x^{p-1} - 1 \equiv 0 \pmod{p^a} \]
has just \( p-1 \) roots for every \( a \).

(2) We consider next the congruence
\[ f(z) = z^{4p(p-1)} - 1 \equiv 0 \pmod{p^2}, \]
where \( p \) is an odd prime. Here
\[ f'(\xi) = \frac{1}{2}p(p-1)\xi^{4p(p-1)-1} \equiv 0 \pmod{p} \]
for every \( \xi \). Hence there are \( p \) roots of (8.4.1) corresponding to every root of \( f(x) \equiv 0 \pmod{p} \).

Now, by Theorem 83,
\[ x^{i(p-1)} \equiv \pm 1 \pmod{p} \]
according as $x$ is a quadratic residue or non-residue of $p$, and  
$$x^{\frac{1}{2}p(p-1)} \equiv \pm 1 \pmod{p}$$
in the same cases. Hence there are $\frac{1}{2}(p-1)$ roots of $f(z) \equiv 0 \pmod{p}$, and $\frac{1}{2}p(p-1)$ of (8.4.1).

We define the quadratic residues and non-residues of $p^2$ as we defined those of $p$ in § 6.5. We consider only numbers prime to $p$. We say that $x$ is a residue of $p^2$ if (i) $(x, p) = 1$ and (ii) there is a $y$ for which  
y$^2 \equiv x \pmod{p^2}$,  
and a non-residue if (i) $(x, p) = 1$ and (ii) there is no such $y$.

If $x$ is a quadratic residue of $p^2$, then, by Theorem 72,  
x$^{\frac{1}{2}p(p-1)} \equiv y^{\frac{1}{2}p(p-1)} \equiv 1 \pmod{p^2}$,  
so that $x$ is one of the $\frac{1}{2}p(p-1)$ roots of (8.4.1). On the other hand, if $y_1$ and $y_2$ are two of the $p(p-1)$ numbers less than and prime to $p^2$, and $y_1^2 \equiv y_2^2$, then either $y_2 = p^2 - y_1$ or $y_1 - y_2$ and $y_1 + y_2$ are both divisible by $p$, which is impossible because $y_1$ and $y_2$ are not divisible by $p$. Hence the numbers $y^2$ give just $\frac{1}{2}p(p-1)$ incongruent residues $(\pmod{p^2})$, and there are $\frac{1}{2}p(p-1)$ quadratic residues of $p^2$, namely the roots of (8.4.1).

**Theorem 125.** There are $\frac{1}{2}p(p-1)$ quadratic residues of $p^2$, and these residues are the roots of (8.4.1).

(3) We consider finally the congruence  
$$f(z) = x^2 - c \equiv 0 \pmod{p^a},$$
where $p \nmid c$. If $p$ is odd, then  
f$(5) = 2\xi \not\equiv 0 \pmod{p}$ for any $\xi$ not divisible by $p$. Hence the number of roots of (8.4.2) is the same as that of the similar congruences to moduli $p^{a-1}, p^{a-2}, ..., p$; that is to say, two or none, according as $c$ is or is not a quadratic residue of $p$.

We could use this argument as a substitute for the last paragraph of (2).

The situation is a little more complex when $p = 2$, since then $f(t) \equiv 0 \pmod{p}$ for every $\xi$. We leave it to the reader to show that there are two roots or none when $a = 2$ and four or none when $a \geq 3$.

**8.5. Bauer's identical congruence.** We denote by $t$ one of the $\phi(m)$ numbers less than and prime to $m$, by $t(m)$ the set of such numbers, and by  
$$f_m(x) = \prod_{t(m)} (x-t)$$
a product extended over all the $t$ of $t(m)$. Lagrange's Theorem 112 states that  
$$f_m(x) \equiv x^{\phi(m)} - 1 \pmod{m}$$
when \( m \) is prime. Since
\[
\phi(m) \equiv 1 \pmod{m}
\]
has always the \( \phi(m) \) roots \( t \), we might expect (8.5.2) to be true for all \( m \); but this is false. Thus, when \( m = 9 \), \( t \) has the 6 values \( \pm 1, \pm 2, \pm 4 \pmod{9} \), and
\[
f_m(x) \equiv (x^2 - 1^2)(x^2 - 2^2)(x^2 - 4^2) \equiv x^6 - 3x^4 + 3x^2 - 1 \pmod{9}.
\]

The correct generalization was found comparatively recently by Bauer, and is contained in the two theorems which follow.

**Theorem 126.** If \( p \) is an odd prime divisor of \( m \), and \( p^a \) is the highest power of \( p \) which divides \( m \), then
\[
f_m(x) = \prod_{t(m)} (x - t) \equiv (x^{p-1} - 1)^{\phi(m)(p-1)} \pmod{p^a}.
\]
In particular
\[
f_{p^a}(x) = \prod_{t(p^a)} (z - t) \equiv (x^{p-1} - 1)^{p^a-1} \pmod{p^a}.
\]

**Theorem 127.** If \( m \) is even, \( m > 2 \), and \( 2^a \) is the highest power of 2 which divides \( m \), then
\[
f_m(x) \equiv (x^2 - 1)^{\phi(m)} \pmod{2^a}.
\]
In particular
\[
f_{2^a}(x) \equiv (x^2 - 1)^{2^a-1} \pmod{2^a}
\]
when \( a > 1 \).

In the trivial case \( m = 2 \), \( f_2(x) = x - 1 \). This falls under (8.5.3) and not under (8.5.5).

We suppose first that \( p > 2 \), and begin by proving (8.5.4). This is true when \( a = 1 \). If \( a > 1 \), the numbers in \( t(p^a) \) are the numbers
\[
t + vp^{a-1} \quad (0 \leq v < p),
\]
where \( t \) is a number included in \( t(p^{a-1}) \). Hence
\[
f_{p^a}(x) = \prod_{v=0}^{p-1} f_{p^{a-1}}(x - vp^{a-1}).
\]
But
\[
f_{p^{a-1}}(x - vp^{a-1}) \equiv f_{p^{a-1}}(x) - vp^{a-1}f'_{p^{a-1}}(x) \pmod{p^a};
\]
and
\[
f_{p^a}(x) \equiv \{f_{p^{a-1}}(x)\}^p - \sum v \cdot p^{a-1}f_{p^{a-1}}(x)p^{-1}f'_{p^{a-1}}(x)
\equiv \{f_{p^{a-1}}(x)\}^p \pmod{p^a},
\]

since
\[
\sum v = \frac{1}{2}p(p - 1) \equiv 0 \pmod{p}.
\]
This proves (8.5.4) by induction.

Suppose now that \( m = p^aM \) and that \( p \nmid M \). Let \( t \) run through the \( \phi(p^a) \) numbers of \( t(p^a) \) and \( T \) through the \( \phi(M) \) numbers of \( t(M) \). By Theorem 61, the resulting set of \( \phi(m) \) numbers
\[
tM + Tp^a,
\]
reduced mod \( m \), is just the set \( t(m) \). Hence
\[
f_m(x) = \prod_{(t,m)} (x-t) \equiv \prod_{\pi \in \varphi(M)} \prod_{t \in \pi^a} (x-tp^a) \pmod{m}.
\]
For any fixed \( T \), since \((p^a, M) = 1\),
\[
\prod_{t \in \pi^a} (x-tp^a) \equiv \prod_{t \in \pi^a} (x-tM) \equiv \prod_{t \in \pi^a} (x-t) \equiv f_p^a(x) \pmod{p^a}.
\]
Hence, since there are \( \phi(M) \) members of \( t(M) \),
\[
f_m(x) \equiv (x^{p-1}-1)p^{a-1}\phi(M) \pmod{p^a}
\]
by (85.4). But (8.5.3) follows at once, since
\[
p^{a-1}\phi(M) = \frac{\phi(p^a)}{p-1} \phi(M) = \frac{\phi(m)}{p-1}.
\]

8.6. Bauer’s congruence: the case \( p = 2 \). We have now to consider the case \( p = 2 \). We begin by proving (8.5.6).

If \( a = 2 \),
\[
f_4(x) = (x-1)(x-3) \equiv x^2 - 1 \pmod{4},
\]
which is (8.5.6). When \( a > 2 \), we proceed by induction. If
\[
f_{2^a-1}(x) \equiv (x^2-1)^{2^{a-2}} \pmod{2^{a-1}},
\]
then
\[
f'_{2^a-1}(x) \equiv 0 \pmod{2}.
\]
Hence
\[
f_{2^a}(x) = f_{2^a-1}(x)f_{2^a-1}(x-2^{a-1})
\]
\[
\equiv \{f_{2^a-1}(x)\}^2 - 2^{a-1}f_{2^a-1}(x)f'_{2^a-1}(x)
\]
\[
\equiv \{f_{2^a-1}(x)\}^2 \equiv (x^2 - 1)^{2^{a-2}} \pmod{2^a}.
\]
Passing to the proof of (8.5.5), we have now to distinguish two cases.

(1) If \( m = 2M \), where \( M \) is odd, then
\[
f_m(x) \equiv (x-1)^{\phi(m)} \equiv (x^2-1)^{\frac{\phi(m)}{2}} \pmod{2},
\]
because \((x-1)^2 \equiv x^2 - 1 \pmod{2}.

(2) If \( m = 2^aM \), where \( M \) is odd and \( a > 1 \), we argue as in § 8.5, but use (8.5.6) instead of (8.5.4). The set of \( \phi(m) = 2^{a-1}\phi(M) \) numbers
\[
tM+ T 2^{a},
\]
reduced mod \( m \), is just the set \( t(m) \). Hence
\[
f_m(x) = \prod_{(t,m)} (x-t) \equiv \prod_{\pi \in \varphi(M)} \prod_{t \in \pi^a} (x-tM-2^{a}T) \pmod{m}
\]
\[
\equiv \{f_{2^a}(x)\}^{\phi(M)} \pmod{2},
\]
just as in § 8.5. (8.55) follows at once from this and (8.5.6).

8.7. A theorem of Leudesdorf. We can use Bauer’s theorem to obtain a comprehensive generalization of Wolstenholme’s Theorem 115.
Theorem 128. If \[ S_m = \sum_{t(m)} \frac{1}{t}, \]
then
\[ S_m \equiv 0 \pmod{m^2} \]  
if \( 2 \nmid m, \; 3 \nmid m; \) \tag{8.7.1}
\[ S_m \equiv 0 \pmod{\frac{1}{3}m^2} \]  
if \( 2 \nmid m, \; 3 \mid m; \) \tag{8.7.2}
\[ S_m \equiv 0 \pmod{\frac{1}{2}m^2} \]  
if \( 2 \mid m, \; 3 \nmid m, \; \text{and } m \text{ is not a power of } 2; \) \tag{8.7.3}
\[ S_m \equiv 0 \pmod{\frac{1}{8}m^2} \]  
if \( 2 \mid m, \; 3 \mid m; \) and \tag{8.7.4}
\[ S_m \equiv 0 \pmod{\frac{1}{4}m^2} \]  
if \( m = 2^a. \)

We use \( \sum, \prod \) for sums or products over the range \( t(m), \) and \( \sum', \prod' \) for sums or products over the part of the range in which \( t \) is less than \( \frac{1}{2}m; \) and we suppose that \( m = p^aq^bp^c \ldots. \)

If \( p > 2 \) then, by Theorem 126,
\[ (x^{p-1} - 1)^{\phi(m)/(p-1)} \equiv \prod (x-t) = \prod' (x-t)(x-m+t) \equiv \prod' \{x^2 + t(m-t)\} \pmod{p^a}. \]  \tag{8.7.6}
We compare the coefficients of \( x^2 \) on the two sides of (8.7.6). If \( p > 3, \)
the coefficient on the left is 0, and
\[ 0 \equiv \prod' \{t(m-t)\} \sum' \frac{1}{t(m-t)} = \frac{1}{2} \prod t \sum \frac{1}{t(m-t)} \pmod{p^a}. \]  \tag{8.7.7}
Hence
\[ S_m \prod t = \prod t \sum \frac{1}{t} = \frac{1}{2} \prod t \sum \left( \frac{1}{t} + \frac{1}{m-t} \right) = \frac{1}{2}m \prod t \sum \frac{1}{t(m-t)} \equiv 0 \pmod{p^a}, \]
or
\[ S_m \equiv 0 \pmod{p^a}. \]  \tag{8.7.8}
If \( 2 \nmid m, \; 3 \nmid m, \) and we apply (8.7.8) to every prime factor of \( m, \) we obtain (8.7.1).

If \( p = 3, \) then (8.7.7) must be replaced by
\[ (-1)^{\phi(m)-1} \frac{1}{2} \phi(m) \equiv \frac{1}{2} \prod t \sum \frac{1}{t(m-t)} \pmod{3^a}; \]
so that
\[ S_m \prod t \equiv (-1)^{\phi(m)-1} \frac{1}{2}m\phi(m) \pmod{3^a}. \]
Since $\phi(m)$ is even, and divisible by $3^{2a-1}$, this gives

$$S_m \equiv 0 \pmod{3^{2a-1}}.$$  

Hence we obtain (8.7.2).

If $p = 2$, then, by Theorem 127,

$$(x^2 - 1)^{\frac{1}{2}\phi(m)} \equiv \prod t \left\{ x^2 + t(m-t) \right\} \pmod{2^a}$$

and so

$$(-1)^{\frac{1}{2}\phi(m)-1} \frac{1}{2} \phi(m) \equiv \frac{1}{2} \prod t \sum \frac{1}{t(m-t)},$$

$$S_m \prod t = \frac{1}{2} m \prod t \sum \frac{1}{t(m-t)} \equiv (-1)^{\frac{1}{2}\phi(m)-1} \frac{1}{2} m \phi(m) \pmod{2^{2a}}.$$  

If $m = 2^a M$, where $M$ is odd and greater than 1, then

$$\frac{1}{2}\phi(m) = 2^{a-2}\phi(M)$$

is divisible by $2^{a-1}$, and

$$S_m \equiv 0 \pmod{2^{2a-1}}.$$  

This, with the preceding results, gives (8.7.3) and (8.7.4).

Finally, if $m = 2^a$, $\frac{1}{2}\phi(m) = 2^{a-2}$, and

$$S_m \equiv 0 \pmod{2^{2a-2}}.$$  

This is (8.7.5).

8.8. Further consequences of Bauer's theorem. (1) Suppose that

$$m > 2, \quad m = \prod p^a, \quad u_2 = \frac{1}{2}\phi(m), \quad u_p = \frac{\phi(m)}{p-1} (p > 2).$$

Then $\phi(m)$ is even and, when we equate the constant term in (8.5.3) and (8.5.5), we obtain

$$\prod_{t(m)} t \equiv (-1)^{u_p} \pmod{p^a}.$$  

It is easily verified that the numbers $u_2$ and $u_p$ are all even, except when $m$ is one of the special forms $4, p^a, \text{or } 2p^a$; so that $\prod t \equiv 1 \pmod{m}$ except in these cases. If $m = 4$, then $\prod t = 1.3 \equiv 1 \pmod{4}$.

If $m$ is $p^a$ or $2p^a$, then $u_p$ is odd, so that $\prod t \equiv -1 \pmod{p^a}$ and therefore (since $\prod t$ is odd) $\prod t \equiv -1 \pmod{m}$.

**Theorem 129:**

$$\prod_{t(m)} t \equiv \pm 1 \pmod{m},$$

where the negative sign is to be chosen when $m$ is $4, p^a, \text{or } 2p^a$, where $p$ is an odd prime, and the positive sign in all other cases.

The case $m = p$ is Wilson's theorem.

(2) If $p > 2$ and

$$f(z) = \prod_{t(p^a)} (x-t) = x^{\phi(p^a)} - A_1 x^{\phi(p^a)-1} + \ldots,$$
then \( f(x) = f(p^a - x) \). Hence
\[
2A_1 x^{p(p^a) - 1} + 2A_3 x^{p(p^a) - 3} + \ldots = f(-x) - f(x) = f(p^a + x) - f(x) \\
\equiv p^a f'(x) \pmod{p^{2a}}.
\]
But
\[
p^a f'(x) \equiv p^{2a-1}(p - 1)x^{p-2}(x^{p-1} - 1)^{p-1} \pmod{p^{2a}}
\]
by Theorem 126. It follows that \( A_{2v+1} \) is a multiple of \( p^{2a} \) except when
\[
\phi(p^a) - 2v - 1 \equiv p - 2 \pmod{p-1},
\]
i.e. when
\[
2v \equiv 0 \pmod{p-1}.
\]

Theorem 130. If \( A_{2v+1} \) is the sum of the homogeneous products, \( 2v + 1 \) at a time, of the numbers of \( t(p^a) \), and \( 2v \) is not a multiple of \( p-1 \), then
\[
A_{2v+1} \equiv 0 \pmod{p^{2a}}.
\]
Wolstenholme's theorem is the case
\[
a = 1, \quad 2v + 1 = p - 2, \quad p > 3.
\]

(3) There are also interesting theorems concerning the sums
\[
S_{2v+1} = \sum \frac{1}{i^{2v+1}}.
\]
We confine ourselves for simplicity to the case \( a = 1, m = p, \dagger \) and suppose \( p > 2 \). Then \( f(x) = f(p-x) \) and
\[
f(-x) = f(p+x) = f(x) + pf'(x),
\]
\[
f'(-x) = -f'(p+x) = -f'(x) - pf"(x),
\]
\[
f(x)f'(-x) + f'(x)f(-x) \equiv p\{f'^2(x) - f(x)f"(x)\}
\]
to modulus \( p^2 \). Since \( f(x) \equiv x^{p-1} - 1 \pmod{p} \),
\[
f"(x)f'(x) - f"(x) \equiv 2x^{p-3} - x^{2p-4} \pmod{p}
\]
and so
\[
(8.8.1) \quad f(x)f'(-x) + f'(x)f(-x) \equiv p(2x^{p-3} - x^{2p-4}) \pmod{p^2}.
\]
Now
\[
\frac{f'(x)}{f(x)} = \sum \frac{1}{x - t} = -S_1 - xS_2 - x^2S_3 - \ldots \dagger
\]
\[
(8.8.2) \quad \frac{f(x)f'(-x) + f'(x)f(-x)}{f(x)f'(-x)} = -2S_1 - 2xS_3 - \ldots \dagger
\]

\dagger In this case Theorem 112 is sufficient for our purpose, and we do not require the general form of Bauer's theorem.

\dagger The series which follow are ordinary power series in the variable \( x \).
Also
\[ f(x) = \prod (x-t) = \prod (t-x) = \alpha \left( 1 + \frac{a_1 x}{\alpha} + \frac{a_2 x^2}{\alpha^2} + \ldots \right), \]
\[ \frac{1}{f(x)} = \frac{1}{\alpha} \left( 1 + \frac{b_1 x}{\alpha} + \frac{b_2 x^2}{\alpha^2} + \ldots \right), \]
(8.8.3) \[ \frac{1}{f(x)f(-x)} = \frac{1}{\alpha^2} \left( 1 + \frac{c_1 x^2}{\alpha^2} + \frac{c_2 x^4}{\alpha^4} + \ldots \right), \]

where \( \alpha = (p-1)! \) and the \( a, b, \) and \( c \) are integers. It follows from (8.8.1), (8.8.2), and (8.8.3) that
\[ -2S_1 - 2x^2 S_3 - \ldots = p(2x^{n-3} - x^{2p-4}) + p^2 g(x) \left( 1 + \frac{1}{\alpha^2} \right), \]

where \( g(x) \) is an integral polynomial. Hence, if \( 2\nu < p-3 \), the numerator of \( S_{2\nu+1} \) is divisible by \( p^2 \).

**Theorem 131.** If \( p \) is prime, \( 2\nu < p-3 \), and
\[ S_{2\nu+1} = 1 + \frac{1}{2^{2\nu+1}} + \ldots + \frac{1}{(p-1)^{2\nu+1}}, \]
then the numerator of \( S_{2\nu+1} \) is divisible by \( p^2 \).

The case \( \nu = 0 \) is Wolstenholme’s theorem. When \( \nu = 1 \), \( p \) must be greater than 5. The numerator of
\[ 1 + \frac{1}{2^3} + \frac{1}{3^3} + \frac{1}{4^3} \]
is divisible by 5 but not by \( 5^2 \).

There are many more elaborate theorems of the same character.

**8.9. The residues of** \( 2^{p-1} \) **and** \( (p-1)! \) **to modulus** \( p^2 \). Fermat’s and Wilson’s theorems show that \( 2^{p-1} \) and \( (p-1)! \) have the residues 1 and -1 (mod\( p \)). Little is known about their residues (mod\( p^2 \)), but they can be transformed in interesting ways.

**Theorem 132.** If \( p \) is an odd prime, then
(8.9.1) \[ \frac{2^{p-1} - 1}{p} \equiv 1 + \frac{1}{3} + \frac{1}{5} + \ldots + \frac{1}{p-2} \pmod{p}. \]

In other words, the residue of \( 2^{p-1} \pmod{p^2} \) is
\[ 1 + p \left( 1 + \frac{1}{3} + \frac{1}{5} + \ldots + \frac{1}{p-2} \right), \]
where the fractions indicate associates (mod\( p \)).
We have

\[ 2p = (1+1)^p = 1 + \binom{p}{1} + \ldots + \binom{p}{p} = 2 + \sum_{l=1}^{p-1} \binom{p}{l}. \]

Every term on the right, except the first, is divisible by \( p \),† and

\[ \binom{p}{l} = px_l, \]

where

\[ l! \cdot x_l = (p-1)(p-2)\ldots(p-l+1) \equiv (-1)^{l-1}(l-1)! \pmod{p}, \]

or

\[ lx_l \equiv (-1)^{l-1} \pmod{p}. \]

Hence

\[ x_l \equiv (-1)^{l-1} \frac{1}{l} \pmod{p}, \]

\[ \binom{p}{l} = px_l \equiv (-1)^{l-1} p \frac{1}{l} \pmod{p^2}, \]

(8.9.2)

\[ \frac{2p-2}{p} = \sum_{l=1}^{p-1} x_l \equiv 1 - \frac{1}{2} + \frac{1}{3} - \ldots - \frac{1}{p-1} \pmod{p}. \]

But

\[ 1 - \frac{1}{2} + \frac{1}{3} - \ldots - \frac{1}{p-1} = 2 \left( 1 + \frac{1}{3} + \frac{1}{5} + \ldots + \frac{1}{p-2} \right) - \left( 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{p-1} \right) \]

\[ \equiv 2 \left( 1 + \frac{1}{3} + \ldots + \frac{1}{p-2} \right) \pmod{p}, \]

by Theorem 116,† so that (8.9.2) is equivalent to (8.9.1).

Alternatively, after Theorem 116, the residue in (8.9.1) is

\[ - \frac{1}{2} - \frac{1}{4} - \ldots - \frac{1}{p-1} \pmod{p}. \]

**Theorem 133.** If \( p \) is an odd prime, then

\[ (p-1)! \equiv (-1)^{\frac{(p-1)2p-2}{p}} \left( \frac{p-1}{2} \right)^2 \pmod{p^2}. \]

Let \( p = 2n+1 \). Then

\[ \frac{(2n)!}{2^n n!} = 1 \cdot 3 \ldots (2n-1) = (p-2)(p-4)\ldots(p-2n), \]

\[ (-1)^n \frac{(2n)!}{2^n n!} \equiv 2^n n! - 2^n n! \cdot \frac{1}{2} + \frac{1}{4} + \ldots + \frac{1}{2n} \pmod{p^2} \]

\[ \equiv 2^n n! + 2^n n! (2^{2n} - 1) \pmod{p^2}, \]

by Theorems 116 and 132; and

\[ (2n)! \equiv (-1)^n 2^4 n! \pmod{p^2}. \]

† By Theorem 75.  †† We need only (7.8.2).
NOTES ON CHAPTER VIII

§ 8.1. Theorem 121 (Gauss, D.A., § 36) was known to the Chinese mathematician Sun-Tsu in the first century a.d. See Bachmann, *Niedere Zahlentheorie*, i. 83.

§ 8.5. Bauer, *Nouvelles annales* (4), 2 (1902), 25664. Rear-Admiral C. R. Darlington suggested the method by which 1 deduce (8.5.3) from (8.5.4). This is much simpler than that used in earlier editions, which was given by Hardy and Wright, *Journal London Math. Soc.* 9 (1934), 38-41 and 240.

Dr. Wylie points out to us that (8.5.5) is equivalent to (8.5.3), with $p$, except when $m$ is a power of 2, since it may easily be verified that

$$(x^2 - 1)^{\phi(m)} \equiv (x - 1)^{\phi(m)} \pmod{2^a}$$

when $m = 2^a M$, $M$ is odd, and $M > 1$.


§ 8.8. Theorem, 129 (Gauss, D.A., § 78) is sometimes called the ‘generalized Wilson’s theorem’.

Many theorems of the type of Theorems 130 and 131 will be found in Leudesdorf’s paper quoted above, and in papers by Glaisher in vols. 31 and 32 of the Quarterly Journal of Mathematics.

§ 8.9. Theorem 132 is due to Eisenstein (1850). Full references to later proofs and generalizations will be found in Dickson, *History*, i, ch. iv. See also the note to § 6.6.
IX.

THE REPRESENTATION OF NUMBERS BY DECIMALS

9.1. The decimal associated with a given number. There is a process for expressing any positive number $\xi$ as a 'decimal' which is familiar in elementary arithmetic.

We write

\[ \xi = [\xi] + x = X + x, \]

where $X$ is an integer and $0 \leq x < 1$, and consider $X$ and $x$ separately.

If $X > 0$ and $10^s \leq x < 10^{s+1}$, and $A$, and $X_1$ are the quotient and remainder when $X$ is divided by $10^s$, then

\[ X = A \cdot 10^s + X_1, \]

where

\[ 0 < A = \lfloor 10^{-s}X \rfloor < 10, \quad 0 \leq X_1 < 10^s. \]

Similarly

\[ \begin{align*}
X_1 &= A_1 \cdot 10^{s-1} + X_2 \quad (0 \leq A_1 < 10, \ 0 \leq X_2 < 10^{s-1}), \\
X_2 &= A_2 \cdot 10^{s-2} + X_3 \quad (0 \leq A_2 < 10, \ 0 \leq X_3 < 10^{s-2}), \\
&\quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
X_{s-1} &= A_{s-1} \cdot 10 + X_s \quad (0 \leq A_{s-1} < 10, \ 0 \leq X_s < 10), \\
X_s &= A_{s+1} \quad (0 \leq A_{s+1} < 10).
\end{align*} \]

Thus $X$ may be expressed uniquely in the form

\[ X = A \cdot 10^s + A_1 \cdot 10^{s-1} + \ldots + A_s \cdot 10 + A_{s+1}, \]

where every $A$ is one of 0, 1, 2, ..., 9, and $A$, is not 0. We abbreviate this expression to

\[ X = A \cdot A_1 \ldots A_s A_{s+1}, \]

the ordinary representation of $X$ in decimal notation.

Passing to $x$, we write

\[ x = f_1 \quad (0 \leq f_1 < 1). \]

We suppose that $a_1 = \lfloor 10f_1 \rfloor$, so that

\[ \frac{a_1}{10} \leq f_1 < \frac{a_1 + 1}{10}; \]

$a_1$ is one of 0, 1, ..., 9, and

\[ a_1 = \lfloor 10f_1 \rfloor, \quad 10f_1 = a_1 + f_2 \quad (0 \leq f_2 < 1). \]

† Thus $[\xi]$ has the same meaning as in § 6.11.
Similarly, we define \(a_2, a_3, \ldots\) by
\[
\begin{align*}
\alpha_2 &= [10\alpha_2], \quad 10\alpha_2 = a_2 + \alpha_3 \quad (0 \leq \alpha_3 < 1), \\
\alpha_3 &= [10\alpha_3], \quad 10\alpha_3 = a_3 + \alpha_4 \quad (0 \leq \alpha_4 < 1),
\end{align*}
\]
Every \(a,\) is one of 0, 1, 2, ..., 9. Thus
\[
(9.1.4) \quad x = x_n + g_{n+1},
\]
where
\[
(9.1.5) \quad x_n = \frac{a_1}{10} + \frac{a_2}{10^2} + \ldots + \frac{a_n}{10^n},
\]
\[
(9.1.6) \quad 0 \leq g_{n+1} = \frac{f_{n+1}}{10^n} < \frac{1}{10^n}.
\]
We thus define a decimal \(\cdot a_1 a_2 a_3 \ldots a_n \ldots\)
associated with \(x\). We call \(a,\), \(a_n\), the first, second, ..., digits of the decimal.

Since \(a, < 10\), the series
\[
(9.1.7) \quad \sum_{n=1}^{\infty} \frac{a^n}{10^n}
\]
is convergent; and since \(g_{n+1} \to 0\), its sum is \(x\). We may therefore write
\[
(9.1.8) \quad x = \cdot a_1 a_2 a_3 \ldots,
\]
the right-hand side being an abbreviation for the series (9.1.7).

If \(f_{n+1} = 0\) for some \(n\), i.e. if \(10^n x\) is an integer, then
\[
a_{n+1} = a_{n+2} = \ldots = 0.
\]
In this case we say that the decimal terminates. Thus
\[
\frac{17}{400} = 0.0425000\ldots,
\]
and we write simply
\[
\frac{17}{400} = 0.0425.
\]
It is plain that the decimal for \(x\) will terminate if and only if \(x\) is a rational fraction whose denominator is of the form \(2^a 5^b\).

Since
\[
\frac{a_{n+1}}{10^{n+1}} + \frac{a_{n+2}}{10^{n+2}} + \ldots = g_{n+1} < \frac{1}{10^n}
\]
and
\[
\frac{9}{10^{n+1}} + \frac{9}{10^{n+2}} + \ldots = \frac{9}{10^{n+1}(1 - \frac{1}{10})} = \frac{1}{10^n},
\]
it is impossible that every \(a_n\) from a certain point on should be 9. With this reservation, every possible sequence \((a_n)\) will arise from some \(x\). We define \(x\) as the sum of the series (9.1.7), and \(x_n\), and \(g_{n+1}\) as in (9.1.4).
and (9.1.5). Then \( g_{n+1} < 10^{-n} \) for every \( n \), and \( x \) yields the sequence required.

Finally, if

\[
\sum_{1}^{\infty} \frac{a_n}{10^n} = \sum_{1}^{\infty} \frac{b_n}{10^n},
\]

and the \( b_n \) satisfy the conditions already imposed on the \( a_n \), then \( a_n = b_n \) for every \( n \). For if not, let \( a_N \) and \( b_N \) be the first pair which differ, so that \( |a_N - b_N| \geq 1 \). Then

\[
\left| \sum_{1}^{\infty} \frac{a_n}{10^n} - \sum_{1}^{\infty} \frac{b_n}{10^n} \right| \geq \frac{1}{10^N} \sum_{N+1}^{\infty} \frac{|a_n - b_n|}{10^n} \geq \frac{1}{10^N} \sum_{N+1}^{\infty} \frac{9}{10^n} = 0.
\]

This contradicts (9.1.9) unless there is equality. If there is equality, then all of \( a_{N+1} - b_{N+1}, a_{N+2} - b_{N+2}, \ldots \) must have the same sign and the absolute value 9. But then either \( a_n = 9 \) and \( b_n = 0 \) for \( n > N \), or else \( a_n = 0 \) and \( b_n = 9 \), and we have seen that each of these alternatives is impossible. Hence \( a_n = b_n \) for all \( n \). In other words, different decimals correspond to different numbers.

We now combine (9.1.1), (9.1.3), and (9.1.8) in the form

\[
(9.1.10) \quad \xi = x + x = A_1 A_2 \ldots A_{s+1} a_1 a_2 a_3 \ldots;
\]

and we can sum up our conclusions as follows.

**Theorem 134.** Any positive number \( \xi \) may be expressed as a decimal

\[
A_1 A_2 \ldots A_{s+1} a_1 a_2 a_3 \ldots
\]

where \( 0 \leq A, < 10, 0 \leq A, < 10 \ldots, 0 \leq a, < 10, \)

not all \( A \) and \( a \) are 0, and an infinity of the \( a \), are less than 9. If \( \xi \geq 1 \),

then \( A, > 0 \). There is a (1, 1) correspondence between the numbers and the decimals, and

\[
\xi = A_1 \cdot 10^s + \ldots + A_{s+1} + \frac{a_1}{10} + \frac{a_2}{10^2} + \ldots \ldots
\]

In what follows we shall usually suppose that \( 0 \leq \xi < 1 \), so that \( X = 0, \xi = x \). In this case all the \( A \) are 0. We shall sometimes save words by ignoring the distinction between the number \( x \) and the decimal which represents it, saying, for example, that the second digit of \( \frac{7}{45} \) is 4.

**9.2. Terminating and recurring decimals.** A decimal which does not terminate may recur. Thus

\[
\frac{1}{3} = 0.333 \ldots, \quad \frac{1}{7} = 0.14285714285714 \ldots;
\]

equations which we express more shortly as

\[
\frac{1}{3} = 0.3 \quad \frac{1}{7} = 0.142857.
\]
These are pure recurring decimals in which the period reaches back to the beginning. On the other hand, 
\[ \frac{1}{6} = 0.1666... = 0.1\overline{6}, \]
a mixed recurring decimal in which the period is preceded by one non-recurrent digit.

We now determine the conditions for termination or recurrence.

(1) If 
\[ x = \frac{p}{q} = \frac{p}{2^\alpha 5^\beta}, \]
where \((p, q) = 1\), and

(9.2.1) \[ \mu = \text{max}(x, \beta), \]
then \(10^n x\) is an integer for \(n = \mu\) and for no smaller value of \(n\), so that \(x\) terminates at \(a_\mu\). Conversely,

\[ \frac{a_1}{10} + \frac{a_2}{10^2} + \ldots + \frac{a_\mu}{10^\mu} = \frac{p}{10^\mu} = \frac{p}{q}, \]

where \(q\) has the prime factors 2 and 5 only.

(2) Suppose next that \(x = \frac{p}{q}\), \((p, q) = 1\), and \((q, 10) = 1\), so that \(q\) is not divisible by 2 or 5. Our discussion of this case depends upon the theorems of Ch. VI.

By Theorem 88, 
\[ 10^v \equiv 1 \pmod{q} \]
for some \(v\), the least such \(v\) being a divisor of \(\phi(q)\). We suppose that \(v\) has this smallest possible value, i.e. that, in the language of § 6.8, 10 belongs to \(v \pmod{q}\) or \(v\) is the order of 10 \(\pmod{q}\). Then

(9.2.2) \[ 10^v x = \frac{10^vp}{q} = \frac{(mq+1)p}{q} = mp + \frac{p}{q} = mp + x, \]

where \(m\) is an integer. But

\[ 10^v x = 10^v x_r + 10^v g_{v+1} = 10^v x_r + f_{v+1}, \]

by (9.1.4). Since 0 < \(x < 1\), \(f_{v+1} = x\), and the process by which the decimal was constructed repeats itself from \(f_{v+1}\) onwards. Thus \(x\) is a pure recurring decimal with a period of at most \(v\) figures.

On the other hand, a pure recurring decimal \(\cdot a_1 a_2 \ldots a_\lambda\) is equal to

\[ \left(1 + \frac{1}{10^\lambda} + \frac{1}{10^{2\lambda}} + \ldots \right) \left(\frac{a_1}{10} + \frac{a_2}{10^2} + \ldots + \frac{a_\lambda}{10^\lambda}\right) = \frac{10^{\lambda-1} a_1 + 10^{\lambda-2} a_2 + \ldots + a_\lambda}{10^{\lambda-1}} = \frac{p}{q}, \]

when reduced to its lowest terms. Here \(q \equiv 10^{\lambda-1}\), and so \(\lambda \geq v\). It
follows that if \((q, 10) = 1\), and the order of 10 (mod \(q\)) is \(Y\), then \(x\) is a pure recurring decimal with a period of just \(v\) digits; and conversely.

(3) Finally, suppose that

\[
(9.2.3) \quad x = \frac{p}{q} = \frac{p}{2^\alpha 5^\beta Q},
\]

where \((p, q) = 1\) and \((Q, 10) = 1\); that \(\mu\) is defined as in \((9.2.1)\); and that \(Y\) is the order of 10 (mod \(Q\)). Then

\[
10^{\mu}x = \frac{p'}{Q} = X + \frac{P}{Q},
\]

where \(p', X, P\) are integers and

\[
0 \leq x < 10^\mu, \quad 0 < P < Q, \quad (P, Q) = 1.
\]

If \(X > 0\) then \(10^s \leq X < 10^{s+1}\), for some \(s < \mu\), and \(X = A_1 A_2 \ldots A_{s+1}\); and the decimal for \(P/Q\) is pure recurring and has a period of \(v\) digits.

Hence

\[
10^\mu x = A_1 A_2 \ldots A_{s+1} \cdot \hat{a}_1 \hat{a}_2 \ldots \hat{a}_v
\]

and

\[
(9.2.4) \quad x = \cdot b_1 b_2 \ldots b_\mu \cdot \hat{a}_1 \hat{a}_2 \ldots \hat{a}_v,
\]

the last \(s + 1\) of the \(b\) being \(A_1, A_2, \ldots, A_{s+1}\), and the rest, if any, 0.

Conversely, it is plain that any decimal \((9.2.4)\) represents a fraction \((9.2.3)\). We have thus proved

**Theorem 135.** The decimal for a rational number \(p/q\) between 0 and 1 is terminating or recurring, and any terminating or recurring decimal is equal to a rational number. If \((p, q) = 1\), \(q = 2^\alpha 5^\beta\), and \(\max(\alpha, \beta) = \mu\), then the decimal terminates after \(\mu\) digits. If \((p, q) = 1\), \(q = 2^\alpha 5^\beta Q\), where \(Q > 1\), \((Q, 10) = 1\), and \(Y\) is the order of 10 (mod \(Q\)), then the decimal contains \(\mu\) non-recurring and \(v\) recurring digits.

**9.3. Representation of numbers in other scales.** There is no reason except familiarity for our special choice of the number 10; we may replace 10 by 2 or by any greater number \(r\). Thus

\[
\begin{align*}
\frac{1}{8} & = \frac{0}{2} + \frac{0}{2^2} + \frac{1}{2^3} = \cdot 001, \\
\frac{2}{3} & = \frac{1}{2} + \frac{0}{2^2} + \frac{1}{2^3} + \frac{0}{2^4} + \ldots = \cdot 10, \\
\frac{2}{3} & = \frac{4}{7} + \frac{4}{7^2} + \frac{4}{7^3} + \ldots = \cdot 4,
\end{align*}
\]

the first two decimals being ‘binary’ decimals or ‘decimals in the scale
of 2', the third a 'decimal in the scale of 7'. Generally, we speak of
'decimals in the scale of r'.

The arguments of the preceding sections may be repeated with certain
changes, which are obvious if r is a prime or a product of different
primes (like 2 or 10), but require a little more consideration if r has
square divisors (like 12 or 8). We confine ourselves for simplicity to the
first case, when our arguments require only trivial alterations. In § 9.1,
10 must be replaced by r and 9 by r-l. In § 9.2, the part of 2 and 5 is
played by the prime divisors of r.

**Theorem 136.** Suppose that r is a prime or a product of different
primes. Then any positive number ξ may be represented uniquely as a
decimal in the scale of r. An infinity of the digits of the decimal are less
than r—1; with this reservation, the correspondence between the numbers
and the decimals is (1,1).

Suppose further that
\[ 0 < x < 1, \quad x = \frac{p}{q}, \quad (p, q) = 1. \]

If
\[ q = s^α t^β ... w^γ, \]
where s, t,..., u are the prime factors of r, and
\[ μ = \max(α, β, ..., γ), \]
then the decimal for x terminates at the μth digit. If q is prime to r, and
v is the order of r (mod q), then the decimal is pure recurring and has a
period of v digits. If
\[ q = s^α t^β ... w^γ Q \quad (Q > 1), \]
Q is prime to r, and v is the order of r (mod Q), then the decimal is mixed
recurring, and has μ non-recurring and v recurring digits.†

**9.4. Irrationals defined by decimals.** It follows from Theorem
136 that a decimal (in any scale||) which neither terminates nor recurs
must represent an irrational number. Thus
\[ x = 0.0100100010... \]

† We ignore the verbal contradiction involved in the use of 'decimal'; there is no
other convenient word.

‡ Generally, when \( r \equiv s^A t^B ... w^C \), we must define μ as
\[ \max\left(\frac{α}{A}, \frac{β}{B}, ..., \frac{γ}{C}\right) \]
if this number is an integer, and otherwise as the first greater integer.

|| Strictly, any 'quadratfrei' scale (scale whose base is a prime or a product of different
primes). This is the only case actually covered by the theorems, but there is no difficulty
in the extension.
(the number of 0’s increasing by 1 at each stage) is irrational. We consider some less obvious examples.

**Theorem 137:** \(0.011010100010\ldots\),

where the digit \(a_n\) is 1 if \(n\) is prime and 0 otherwise, is irrational.

Theorem 4 shows that the decimal \(d_{065}\) does not terminate. If it recurs, there is a function \(A_n + B\) which is prime for all \(n\) from some point onwards; and Theorem 21 shows that this also is impossible.

This theorem is true in any scale. We state our next theorem for the scale of 10, leaving the modifications required for other scales to the reader.

**Theorem 138:** \(0.2357111317192329\ldots\),

where the sequence of digits is formed by the primes in ascending order, is irrational.

The proof of Theorem 138 is a little more difficult. We give two alternative proofs.

1. Let us assume that any arithmetical progression of the form

   \(k \cdot 10^{s+1} + 1\ (k = 1, 2, 3, \ldots)\)

contains primes. Then there are primes whose expressions in the decimal system contain an arbitrary number \(s\) of 0’s, followed by 1. Since the decimal contains such sequences, it does not terminate or recur.

2. Let us assume that there is a prime between \(N\) and \(10N\) for every \(N > 1\). Then, given \(s\), there are primes with just \(s\) digits. If the decimal recurs, it is of the form

\[\ldots a_1 a_2 \ldots a_k | a_1 a_2 \ldots a_k | \ldots\]

the bars indicating the period, and the first being placed where the first period begins. We can choose \(l > 1\) so that all primes with \(s = kl\) digits stand later in the decimal than the first bar. If \(p\) is the first such prime, then it must be of one of the forms

\[p = a_1 a_2 \ldots a_k | a_1 a_2 \ldots a_k | \ldots | a_1 a_2 \ldots a_k\]

or

\[p = a_{m+1} \ldots a_k | a_1 a_2 \ldots a_k | \ldots | a_1 a_2 \ldots a_k | a_1 a_2 \ldots a_m\]

and is divisible by \(a, a_2 \ldots a_k\) or by \(a_{m+1} \ldots a_k a, a_2 \ldots a_m\); a contradiction.

In our first proof we assumed a special case of Dirichlet’s Theorem 15. This special case is easier to prove than the general theorem, but we
shall not prove it in this book, so that (1) will remain incomplete. In
(2) we assumed a result which follows at once from Theorem 418 (which
we shall prove in Chapter XXII). The latter theorem asserts that, for
every \( N \geq 1 \), there is at least one prime satisfying \( N < p \leq 2N \). It
follows, a fortiori, that \( N < p < 10N \).

**9.5. Tests for divisibility.** In this and the next few sections we
shall be concerned for the most part with trivial but amusing puzzles.
There are not very many useful tests for the divisibility of an integer
by particular integers such as 2, 3, 5, ... . A number is divisible by 2 if
its last digit is even. More generally, it is divisible by \( 2^v \) if and only if
the number represented by its last \( v \) digits is divisible by \( 2^v \). The reason,
of course, is that \( 2^v \cdot 10^v \); and there are similar rules for 5 and \( 5^v \).

Next
\[
10^v \equiv 1 \pmod{9}
\]
for every \( v \), and therefore
\[
A_1 \cdot 10^s + A_2 \cdot 10^{s-1} + \ldots + A_s \cdot 10 + A_{s+1} \equiv A_1 + A_2 + \ldots + A_{s+1} \pmod{9}.
\]
A fortiori this is true \( \pmod{3} \). Hence we obtain the well-known rule
'a number is divisible by 9 (or by 3) if and only if the sum of its digits
is divisible by 9 (or by 3)'.

There is a rather similar rule for 11. Since \( 10 \equiv -1 \pmod{11} \), we
have
\[
10^{2r} \equiv 1, \quad 10^{2r+1} \equiv -1 \pmod{11},
\]
so that
\[
A_1 \cdot 10^s + A_2 \cdot 10^{s-1} + \ldots + A_s \cdot 10 + A_{s+1} \equiv A_{s+1} - A_s + A_{s-1} - \ldots \pmod{11}.
\]
A number is divisible by 11 if and only if the difference between the
sums of its digits of odd and even ranks is divisible by 11.

We know of only one other rule of any practical use. This is a test
for divisibility by any one of 7, 11, or 13, and depends on the fact that
7.11.13 = 1001. Its working is best illustrated by an example: if
29310478561 is divisible by 7, 11 or 13, so is
\[
\]
Hence the original number is divisible by 7 and by 13 but not by 11.

**9.6. Decimals with the maximum period.** We observe when
learning elementary arithmetic that
\[
\frac{1}{7} = .142857, \quad \frac{2}{7} = .285714, \quad \ldots, \quad \frac{6}{7} = .857142,
\]
the digits in each of the periods differing only by a cyclic permutation.
Consider, more generally, the decimal for the reciprocal of a prime \( q \). The number of digits in the period is the order of 10 (mod\( q \)), and is a divisor of \( \phi(q) = q - 1 \). If this order is \( q - 1 \), i.e. if 10 is a primitive root of \( q \), then the period has \( q - 1 \) digits, the maximum number possible.

We convert \( 1/q \) into a decimal by dividing successive powers of 10 by \( q \); thus

\[
\frac{10^n}{q} = 10^n x_n + f_{n+1},
\]

in the notation of §9.1. The later stages of the process depend only upon the value of \( f_{n+1} \), and the process recurs so soon as \( f_{n+1} \) repeats a value. If, as here, the period contains \( q - 1 \) digits, then the remainders

\[ f_2, f_3, \ldots, f_q \]

must all be different, and must be a permutation of the fractions

\[ \frac{1}{q}, \frac{2}{q}, \ldots, \frac{q-1}{q}. \]

The last remainder \( f_q \) is \( 1/q \).

The corresponding remainders when we convert \( p/q \) into a decimal are

\[ pf_2, pf_3, \ldots, pf_q, \]

reduced (mod 1). These are, by Theorem 58, the same numbers in a different order, and the sequence of digits, after the occurrence of a particular remainder \( s/q \), is the same as it was after the occurrence of \( s/q \) before. Hence the two decimals differ only by a cyclic permutation of the period.

What happens with 7 will happen with any \( q \) of which 10 is a primitive root. Very little is known about these \( q \), but the \( q \) below 50 which satisfy the condition are

\[ 7, 17, 19, 23, 29, 47. \]

**Theorem 139.** If \( q \) is a prime, and 10 is a primitive root of \( q \), then the decimals for

\[ \frac{p}{q} \quad (p = 1, 2, \ldots, q-1) \]

have periods of length \( q - 1 \) and differing only by cyclic permutation.

**9.7. Bachet’s problem of the weights.** What is the least number of weights which will weigh any integral number of pounds up to 40 (a) when weights may be put into one pan only and (b) when weights may be put into either pan?
The second problem is the more interesting. We can dispose of the first by proving

Theorem 140. Weights 1, 2, 4, ..., \(2^{n-1}\) will weigh any integral weight up to \(2^n - 1\); and no other set of so few as \(n\) weights is equally effective (i.e. will weigh so long an unbroken sequence of weights from 1).

Any positive integer up to \(2^n - 1\) inclusive can be expressed uniquely as a binary decimal of \(n\) figures, i.e. as a sum

\[
\sum_{0}^{n-1} a_s 2^s,
\]

where every \(a_s\) is 0 or 1. Hence our weights will do what is wanted, and 'without waste' (no two arrangements of them producing the same result). Since there is no waste, no other selection of weights can weigh a longer sequence.

Finally, one weight must be 1 (to weigh 1); one must be 2 (to weigh 2); one must be 4 (to weigh 4); and so on. Hence 1, 2, 4, ..., \(2^{n-1}\) is the only system of weights which will do what is wanted.

It is to be observed that Bachet's number 40, not being of the form \(2^n - 1\), is not chosen appropriately for this problem. The weights 1, 2, 4, 8, 16, 32 will weigh up to 63, and no combination of 5 weights will weigh beyond 32. But the solution for 40 is not unique; the weights 1, 2, 4, 8, 9, 16 will also weigh any weight up to 40.

Passing to the second problem, we prove

Theorem 141. Weights 1, 3, \(3^2\), ..., \(3^{n-1}\) will weigh any weight up to \(\frac{1}{2}(3^n - 1)\), when weights may be placed in either pan; and no other set of so few as \(n\) weights is equally effective.

(1) Any positive integer up to \(3^n - 1\) inclusive can be expressed uniquely by \(n\) digits in the ternary scale, i.e. as a sum

\[
\sum_{0}^{n-1} a_s 3^s,
\]

where every \(a_s\) is 0, 1, or 2. Subtracting

\[
1 + 3 + 3^2 + ... + 3^{n-1} = \frac{1}{2}(3^n - 1),
\]

we see that every positive or negative integer between \(-\frac{1}{2}(3^n - 1)\) and \(\frac{1}{2}(3^n - 1)\) inclusive can be expressed uniquely in the form

\[
\sum_{0}^{n-1} b_s 3^s,
\]

where every \(b_s\) is \(-1, 0,\) or 1. Hence our weights, placed in either pan,
will weigh any weight between these limits. Since there is no waste, no other combination of \( n \) weights can weigh a longer sequence.

(2) The proof that no other combination will weigh so long a sequence is a little more troublesome. It is plain, since there must be no waste, that the weights must all differ. We suppose that they are

\[
    w_1 < w_2 < \ldots < w_n.
\]

The two largest weighable weights are plainly

\[
    w = w_1 + w_2 + \ldots + w_n, \quad W_1 = w_2 + \ldots + w_n.
\]

Since \( W_1 = W-1 \), \( w_1 \) must be \( 1 \).

The next weighable weight is

\[
   -w_1 + w_2 + w_3 + \ldots + w_n = w - 2,
\]

and the next must be

\[
   w_1 + w_3 + w_4 + \ldots + w_n.
\]

Hence \( w_1 + w_3 + \ldots + w_n = W-3 \) and \( w_2 = 3 \).

Suppose now that we have proved that

\[
    w_1 = 1, \quad w_2 = 3, \ldots > w_s = 3^{s-1}.
\]

If we can prove that \( w_{s+1} = 3^s \), the conclusion will follow by induction.

The largest weighable weight \( W \) is

\[
    w = \sum_{i=1}^{s} w_i + \sum_{i=s+1}^{n} w_i.
\]

Leaving the weights \( w_{s+1}, \ldots, w_n \) undisturbed, and removing some of the other weights, or transferring them to the other pan, we can weigh every weight down to

\[
   - \sum_{i=1}^{s} w_i + \sum_{i=s+1}^{n} w_i = W - (3^s - 1),
\]

but none below. The next weight less than this is \( W - 3^s \), and this must be

\[
   w_1 + w_2 + \ldots + w_s + w_{s+2} + w_{s+3} + \ldots + w_n.
\]

Hence \( w_{s+1} = 2(w_1 + w_2 + \ldots + w_s) + 1 = 3^s \),

the conclusion required.

Bachet’s problem corresponds to the case \( n = 4 \).

9.8. The game of Nim. The game of Nim is played as follows. Any number of matches are arranged in heaps, the number of heaps, and the number of matches in each heap, being arbitrary. There are two players, \( A \) and \( B \). The first player \( A \) takes any number of matches from a heap; he may take only, or any number up to the whole

\[† \text{Counting the weight to be weighed positive if it is placed in one pan and negative if it is placed in the other.} \]
of the heap, but he must touch one heap only. $B$ then makes a move conditioned similarly, and the players continue to take alternately. The player who takes the last match wins the game.

The game has a precise mathematical theory, and one or other player can always force a win.

We define a winning position as a position such that if one player $P$ (A or $B$) can secure it by his move, leaving his opponent $Q$ ($B$ or $A$) to move next, then, whatever $Q$ may do, $P$ can play so as to win the game. Any other position we call a losing position.

For example, the position

$$\ldots \ldots ,$$

or (2, 2), is a winning position. If $A$ leaves this position to $B$, $B$ must take one match from a heap or two. If $B$ takes two, $A$ takes the remaining two. If $B$ takes one, $A$ takes one from the other heap; and in either case $A$ wins. Similarly, as the reader will easily verify,

$$\ldots | \ldots ,$$

or (1, 2, 3), is a winning position.

We next define a correct position. We express the number of matches in each heap in the binary scale, and form a figure $F$ by writing them down one under the other. Thus (2, 2), (1, 2, 3), and (2, 3, 6, 7) give the figures

$$\begin{array}{ccc}
10 & 01 & 010 \\
10 & 10 & 011 \\
20 & 11 & 110 \\
22 & - & 111 \\
& & 242
\end{array}$$

it is convenient to write 01, 010, ... for 1, 10, ... so as to equalize the number of figures in each row. We then add up the columns, as indicated in the figures. If the sum of each column is even (as in the cases shown) then the position is 'correct'. An incorrect position is one which is not correct: thus (1, 3, 4) is incorrect.

**Theorem 142.** A position in Nim is a winning position if and only if it is correct.

(1) Consider first the special case in which no heap contains more than one match. It is plain that the position is winning if the number of matches left is even, and losing if it is odd; and that the same conditions define correct and incorrect positions.

(2) Suppose that $P$ has to take from a correct position. He must replace one number defining a row of $F$ by a smaller number. If we
replace any number, expressed in the binary scale, by a smaller number, we change the parity of at least one of its digits. Hence when $P$ takes from a correct position, he necessarily transforms it into an incorrect position.

(3) If a position is incorrect, then the sum of at least one column of $F$ is odd. Suppose, to fix our ideas, that the sums of the columns are even, even, odd, even, odd, even. Then there is at least one 1 in the third column (the first with an odd sum). Suppose (again to fix our ideas) that one row in which this happens is

$$\begin{array}{c}
\ast \ast \\
011101,
\end{array}$$

the asterisks indicating that the numbers below them are in columns whose sum is odd. We can replace this number by the smaller number

$$\begin{array}{c}
\ast \\
018110,
\end{array}$$
in which the digits with an asterisk, and those only, are altered. Plainly this change corresponds to a possible move, and makes the sum of every column even; and the argument is general. Hence $P$, if presented with an incorrect position, can always convert it into a correct position.

(4) If $A$ leaves a correct position, $B$ is compelled to convert it into an incorrect position, and $A$ can then move so as to restore a correct position. This process will continue until every heap is exhausted or contains one match only. The theorem is thus reduced to the special case already proved.

The issue of the game is now clear. In general, the original position will be incorrect, and the first player wins if he plays properly. But he loses if the original position happens to be correct and the second player plays properly.†

† When playing against an opponent who does not know the theory of the game, there is no need to play strictly according to rule. The experienced player can play at random until he recognizes a winning position of a comparatively simple type. It is quite enough to know that

$$1, 2n, 2n+1, \quad n, 7-n, 7, \quad 2, 3, 4, 5$$

are winning positions; that

$$1, 2n+1, 2n+2$$

is a losing position; and that a combination of two winning positions is a winning position.

The winning move is not always unique. The position

$$1, 3, 9, 27$$

is incorrect, and the only move which makes it correct is to take 16 from the 27. The position

$$3, 5, 7, 8, 11$$

is also incorrect, but may be made correct by taking 2 from the 3, the 7, or the 11.
There is a variation in which the player who takes the last match loses. The theory is the same so long as a heap remains containing more than one match; thus (2, 2) and (1, 2, 3) are still winning positions. We leave it to the reader to think out for himself the small variations in tactics at the end of the game.

9.9. Integers with missing digits. There is a familiar paradox concerning integers from whose expression in the decimal scale some particular digit such as 9 is missing. It might seem at first as if this restriction should only exclude 'about one-tenth' of the integers, but this is far from the truth.

**Theorem 143.** Almost all numbers contain a 9, or any given sequence of digits such as 937. More generally, almost all numbers, when expressed in any scale, contain every possible digit, or possible sequence of digits.

Suppose that the scale is \( r \), and that \( v \) is a number whose decimal misses the digit \( b \). The number of \( v \) for which \( r^{l-1} \leq v < r^l \) is \((r-1)^l\) if \( b = 0 \) and \((r-2)(r-1)^{l-1}\) if \( b \neq 0 \), and in any case does not exceed \((r-1)^l\). Hence, if

\[
(r^k-1 \leq n < r^k),
\]

the number \( N(n) \) of \( v \) up to \( n \) does not exceed

\[
r-1 + (r-1)^2 + \ldots + (r-1)^k \leq k(r-1)^k;
\]

and

\[
\frac{N(n)}{n} \leq k (r-1)^k \leq kr \left(\frac{r-1}{r}\right)^k,
\]

which tends to 0 when \( n \to \infty \).

The statements about sequences of digits need no additional proof, since, for example, the sequence 937 in the scale of 10 may be regarded as a single digit in the scale of 1000.

The 'paradox' is usually stated in a slightly stronger form, viz.

**Theorem 144.** The sum of the reciprocals of the numbers which miss a given digit is convergent.

The number of \( v \) between \( r^{k-1} \) and \( r^k \) is at most \((r-1)^k\). Hence

\[
\sum \frac{1}{v} = \sum_{k=1}^{\infty} \sum_{r^{k-1} \leq v < r^k} \frac{1}{v} < \sum_{k=1}^{\infty} \frac{(r-1)^{k-1}}{r^{k-1}} = (r-1) \sum_{k=1}^{\infty} \left(\frac{r-1}{r}\right)^{k-1} = r(r-1).
\]

We shall discuss next some analogous, but more interesting, properties

† Relevant in controversies about telephone directories.

‡ In the sense of §1.6.
of infinite decimals. We require a few elementary notions concerning the measure of point-sets or sets of real numbers.

**9.10. Sets of measure zero.** A real number \( x \) defines a ‘point’ of the continuum. In what follows we use the words ‘number’ and ‘point’ indifferently, saying, for example, that ‘\( P \) is the point \( x \)’.

An aggregate of real numbers is called a *set* of points. Thus the set \( T \) defined by
\[
x = \frac{1}{n} \quad (n = 1, 2, 3, \ldots),
\]
the set \( R \) of all rationals between 0 and 1 inclusive, and the set \( C \) of all real numbers between 0 and 1 inclusive, are sets of points.

An interval \((a, b)\), where \( b > a \), is called a *neighbourhood* of \( x \). If \( S \) is a set of points, and every neighbourhood of \( x \) includes an infinity of points of \( S \), then \( x \) is called a *limit point* of \( S \). The limit point may or may not belong to \( S \), but there are points of \( S \) as near to it as we please. Thus \( T \) has one limit point, \( x = 0 \), which does not belong to \( T \). Every \( x \) between 0 and 1 is a limit point of \( R \).

The set \( S' \) of limit points of \( S \) is called the derived set or *derivative* of \( S \). Thus \( C \) is the derivative of \( R \). If \( S \) includes \( S' \), i.e. if every limit point of \( S \) belongs to \( S \), then \( S \) is said to be *closed*. Thus \( C \) is closed. If \( S' \) includes \( S \), i.e. if every point of \( S \) is a limit point of \( S \), then \( S \) is said to be *dense in itself*. If \( S \) and \( S' \) are identical (so that \( S \) is both closed and dense in itself), then \( S \) is said to be *Perfect*. Thus \( C \) is perfect. A less trivial example will be found in § 9.11.

A set \( S \) is said to be *dense in an interval* \((a, b)\) if every point of \((a, b)\) belongs to \( S' \). Thus \( R \) is dense in \((0, 1)\).

If \( S \) can be included in a set \( J \) of intervals, finite or infinite in number, whose total length is as small as we please, then \( S \) is said to be of *measure zero*. Thus \( T \) is of measure zero. We include the point \( 1/n \) in the interval
\[
\frac{1}{n} - 2^{-n-1}\delta \quad \text{and} \quad \frac{1}{n} + 2^{-n-1}\delta
\]
of length \( 2^{-n}\delta \), and the sum of all these intervals (without allowance for possible overlapping) is
\[
\delta \sum 2^{-n} = \delta,
\]
which we may suppose as small as we please.

Generally, *any enumerable set is of measure zero*. A set is enumerable if its members can be correlated, as
\[
(9.10.1) \quad x_1, x_2, \ldots, x_n, \ldots,
\]
with the integers 1, 2, ..., n, .... We include \( x_n \) in an interval of length \( 2^{-n} \delta \), and the conclusion follows as in the special case of \( T \).

A subset of an enumerable set is finite or enumerable. The sum of an enumerable set of enumerable sets is enumerable.

The rationals may be arranged as

\[
0, \frac{1}{2}, \frac{1}{3}, \frac{2}{3}, \frac{1}{4}, \frac{3}{4}, \frac{1}{5}, \frac{2}{5}, \frac{3}{5}, \ldots
\]

and so in the form (9.10.1). Hence \( R \) is enumerable, and therefore of measure zero. A set of measure zero is sometimes called a null set; thus \( R \) is null. Null sets are negligible for many mathematical purposes, particularly in the theory of integration.

The sum \( S \) of an enumerable infinity of null sets \( S_n \) (i.e. the set formed by all the points which belong to some \( S_n \)) is null. For we may include \( S_n \) in a set of intervals of total length \( 2^{-n} \delta \), and so \( S \) in a set of intervals of total length not greater than \( \delta \sum 2^{-n} = \delta \).

Finally, we say that almost all points of an interval \( I \) possess a property if the set of points which do not possess the property is null. This sense of the phrase should be compared with the sense defined in §1.6 and used in §9.9. It implies in either case that ‘most’ of the numbers under consideration (the positive integers in §§ 1.6 and 9.9, the real numbers here) possess the property, and that other numbers are ‘exceptional’.

9.11. Decimals with missing digits. The decimal

\[
\frac{1}{7} = \cdot142857
\]

has four missing digits, viz. 0, 3, 6, 9. But it is easy to prove that decimals which miss digits are exceptional.

We define \( S \) as the set of points between 0 (inclusive) and 1 (exclusive) whose decimals, in the scale of \( r \), miss the digit 6. This set may be generated as follows.

We divide \((0, 1)\) into \( r \) equal parts

\[
\frac{s}{r} \leq x < \frac{s+1}{r} \quad (s = 0, 1, ..., r-1);
\]

the left-hand end point, but not the right-hand one, is included. The \( s \)th part contains just the numbers whose decimals begin with \( s \)-1.

† Our explanations here contain the minimum necessary for the understanding of §§ 9.11-13 and a few later passages in the book. In particular, we have not given any general definition of the measure of a set. There are fuller accounts of all these ideas in the standard treatises on analysis.
and if we remove the \((b+1)\)th part, we reject the numbers whose first
digit is \(b\).

We next divide each of the \(r-1\) remaining intervals into \(r\) equal parts
and remove the \((b+1)\)th part of each of them. We have then rejected
all numbers whose first or second digit is \(b\). Repeating the process
indefinitely, we reject all numbers in which any digit is \(b\); and \(S\) is the
set which remains.

In the first stage of the construction we remove one interval of length
\(1/r\); in the second, \(r-1\) intervals of length \(1/r^2\), i.e. of total length
\((r-1)/r^2\); in the third, \((r-1)^2\) intervals of total length \((r-1)^2/r^3\); and
so on. What remains after \(k\) stages is a set \(J_k\) of intervals whose total
length is

\[
1 - \sum_{l=1}^{k} \frac{(r-1)^{l-1}}{r^l},
\]

and this set includes \(S\) for every \(k\). Since

\[
1 - \sum_{l=1}^{k} \frac{(r-1)^{l-1}}{r^l} \to 1 - \left(\frac{1}{r}\right)^{\left(1 - \frac{r-1}{r}\right)} = 0
\]

when \(k \to \infty\), the total length of \(J_k\) is small when \(k\) is large; and \(S\) is
therefore null.

**Theorem 145.** The set of points whose decimals, in any scale, miss
any digit is null: almost all decimals contain all possible digits.

The result may be extended to cover combinations of digits. If the
sequence 937 never occurs in the ordinary decimal for \(x\), then the digit
‘937’ never occurs in the decimal in the scale of 1000. Hence

**Theorem 146.** Almost all decimals, in any scale, contain all possible
sequences of any number of digits.

Returning to Theorem 145, suppose that \(r = 3\) and \(b = 1\). The set
\(S\) is formed by rejecting the middle third \((\frac{1}{3}, \frac{2}{3})\) of \((0, 1)\), then the middle
thirds \((\frac{1}{3}, \frac{2}{3}), (\frac{2}{3}, \frac{5}{6})\) of \((0, \frac{1}{3})\) and \((\frac{2}{3}, 1)\), and so on. The set which remains
is null.

It is immaterial for this conclusion whether we reject or retain the
end points of rejected intervals, since their aggregate is enumerable and
therefore null. In fact our definition rejects some, such as \(\frac{1}{3} = \cdot 1\), and
includes others, such as \(\frac{5}{6} = \cdot 2\).

The set becomes more interesting if we retain all end points. In this
case (if we wish to preserve the arithmetical definition) we must allow
ternary decimals ending in \(\hat{2}\) (and excluded in our account of decimals
at the beginning of the chapter). All fractions \( \frac{p}{3^n} \) have then two representations, such as
\[
\frac{1}{3} = .1 = \cdot 0\overline{2}
\]
(and it was for this reason that we made the restriction); and an end point of a rejected interval has always one without a 1.

The set \( S \) thus defined is called Cantor's ternary set.

Suppose that \( x \) is any point of \((0, 1)\), except 0 or 1. If \( x \) does not belong to \( S \), it lies inside a rejected interval, and has neighbourhoods free from points of \( S \), so that it does not belong to \( S' \). If \( x \) does belong to \( S \), then all its neighbourhoods contain other points of \( S \); for otherwise there would be one containing \( x \) only, and two rejected intervals would abut. Hence \( x \) belongs to \( S' \). Thus \( S \) and \( S' \) are identical, and \( x \) is perfect.

Theorem 147. Cantor's ternary set is a perfect set of measure zero.

9.12. Normal numbers. The theorems proved in the last section express much less than the full truth. Actually it is true, for example, not only that almost all decimals contain a 9, but that, in almost all decimals, 9 occurs with the proper frequency, that is to say in about one-tenth of the possible places.

Suppose that \( x \) is expressed in the scale of \( r \), and that the digit \( b \) occurs \( n_b \) times in the first \( n \) places. If
\[
\frac{n_b}{n} \rightarrow \beta
\]
when \( n \rightarrow \infty \), then we say that \( b \) has frequency \( \beta \). It is naturally not necessary that such a limit should exist; \( n_b/n \) may oscillate, and one might expect that usually it would. The theorems which follow prove that, contrary to our expectation, there is usually a definite frequency. The existence of the limit is in a sense the ordinary event.

We say that \( x \) is simply normal in the scale of \( r \) if
\[
(9.12.1) \quad \frac{n_b}{n} \rightarrow \frac{1}{r}
\]
for each of the \( r \) possible values of \( b \). Thus
\[
x = .0123456789
\]
is simply normal in the scale of 10. The same \( x \) may be expressed in the scale of \( 10^{10} \), when its expression is
\[
x = \cdot \overline{b},
\]
where \( b = 123456789 \). It is plain that in this scale \( x \) is not simply normal, \( 10^{10} - 1 \) digits being missing.
9.12 (148) REPRESENTATION OF NUMBERS BY DECIMALS

This remark leads us to a more exacting definition. We say that \( x \) is normal in the scale of \( r \) if all of the numbers
\[
x, rx, r^2x, \ldots
\]
are simply normal in all of the scales
\[
r, r^2, r^3, \ldots
\]
It follows at once that, when \( x \) is expressed in the scale of \( r \), every combination
\[
b_1 b_2 \ldots b_k
\]
of digits occurs with the proper frequency; i.e., that, if \( n_b \) is the number of occurrences of this sequence in the first \( n \) digits of \( x \), then
\[
\frac{n_b}{n} \to \frac{1}{r^k}
\]
when \( n \to \infty \).

Our main theorem, which includes and goes beyond those of §9.11, is

**Theorem 148.** Almost all numbers are normal in any scale.

9.13. Proof that almost all numbers are normal. It is sufficient to prove that almost all numbers are simply normal in a given scale. For suppose that this has been proved, and that \( S(x, r) \) is the set of numbers \( x \) which are not simply normal in the scale of \( r \). Then \( S(x, r) \), \( S(x, r^2) \), \( S(x, r^3) \), \( \ldots \) are null, and therefore their sum is null. Hence the set \( T(x, r) \) of numbers which are not simply normal in all the scales \( r, r^2, \ldots \) is null. The set \( T(rx, r) \) of numbers such that \( rx \) is not simply normal in all these scales is also null; and so are \( T(r^2x, r), T(r^3x, r), \ldots \). Hence again the sum of these sets, i.e., the set \( U(x, r) \) of numbers which are not normal in the scale of \( r \), is null. Finally, the sum of \( U(x, 2) \), \( U(x, 3) \), \( \ldots \) is null; and this proves the theorem.

We have therefore only to prove that (9.12.1) is true for almost all numbers \( x \). We may suppose that \( n \) tends to infinity through multiples of \( r \), since (9.12.1) is true generally if it is true for \( n \) so restricted.

The numbers of \( r \)-ary decimals of \( n \) figures, with just \( m \) \( b \)'s in assigned places, is \( (r-1)^{n-m} \). Hence the number of such decimals which contain just \( mb \)'s, in one place or another, is\( ^{\dagger}\)
\[
p(n, m) = \frac{n!}{m!(n-m)!} (r-1)^{n-m}.
\]

\( ^{\dagger} \) Strictly, the fractional parts of these numbers (since we have been considering numbers between 0 and 1). A number greater than 1 is simply normal, or normal, if its fractional part is simply normal, or normal.

\( ^{\dagger} \) \( p(n, m) \) is the term in \( (r-1)^{n-m} \) in the binomial expansion of \( 1+(r-1)^n \).
We consider any decimal, and the incidence of b’s among its first n digits, and call
\[ \mu = m - \frac{n}{r} = m - n^* \]
the n-excess of b (the excess of the actual number of b’s over the number to be expected). Since n is a multiple of r, n* and \( \mu \) are integers. Also
\[ \frac{1}{r} < -\frac{1}{n} < 1 - \frac{1}{r}. \] (9.13.1)

We have
\[ \frac{p(n, m+1)}{p(n, m)} = \frac{n - m}{(r - 1)(m+1)} \frac{(r-1)n-r\mu}{(r-1)n+r(r-1)(\mu+1)}. \] (9.13.2)
Hence
\[ \frac{p(n, m+1)}{p(n, m)} > 1 \ (\mu = -1, -2, \ldots), \quad \frac{p(n, m+1)}{p(n, m)} < 1 \ (\mu = 0, 1, 2, \ldots); \]
so that \( p(n, m) \) is greatest when
\[ \mu = 0, \quad m = n^*. \]

If \( \mu \geq 0 \), then, by (9.13.2),
\[ \frac{p(n, m+1)}{p(n, m)} = \frac{(r-1)n-r\mu}{(r-1)n+r(r-1)(\mu+1)} < 1 - \frac{r}{r-1} \frac{\mu}{n} \leq \exp\left( -\frac{r}{r-1} \frac{\mu}{n} \right). \] (9.13.3)

If \( \mu < 0 \) and \( \nu = |\mu| \), then
\[ \frac{p(n, m-1)}{p(n, m)} = \frac{(r-1)m}{n-m+1} \frac{(r-1)n-r(r-1)\nu}{(r-1)n+r(\nu+1)} \leq 1 - \frac{\nu}{n} < \exp\left( -\frac{\nu}{n} \right) = \exp\left( -\frac{\nu|\mu|}{n} \right). \] (9.13.4)

We now fix a positive \( \delta \), and consider the decimals for which
\[ |\mu| \geq \delta n \]
for a given n. Since n is to be large, we may suppose that \( |\mu| \geq 2. \)
If \( \mu \) is positive then, by (9.13.3),
\[ \frac{p(n, m)}{p(n, m-\mu)} = \frac{p(n, m)}{p(n, m-1)} \frac{p(n, m-1)}{p(n, m-2)} \ldots \frac{p(n, m-\mu+1)}{p(n, m-\mu)} \]
\[ < e^{-K\mu^2/n} \]
\[ = \exp\left\{ -\frac{r(\mu-1)\mu}{2(r-1)n} \right\} \leq e^{-K\mu^2/n} \]
where $K$ is a positive number which depends only on $r$. Since
\[ p(n, m-\mu) = p(n, n^*) < r^n, \]
it follows that
\[ p(n, m) < r^n e^{-K\mu^2/n}. \]  

Similarly it follows from (9.13.4) that (9.13.6) is true also for negative $\mu$.

Let $S_n(\mu)$ be the set of numbers whose \textit{n-excess} is $\mu$. There are $p = p(n, m)$ numbers $\xi_1, \xi_2, \ldots, \xi_p$ represented by terminating decimals of $n$ figures and excess $\mu$, and the numbers of $S_n(\mu)$ are included in the intervals
\[ \xi_{s}, \xi_{s} + r^{-n} \quad (s = 1, 2, \ldots, p). \]

Hence $S_n(\mu)$ is included in a set of intervals whose total length does not exceed
\[ r^{-n} p(n, m) < e^{-K\mu^2/n}. \]

And if $T_n(\delta)$ is the set of numbers whose n-excess satisfies (9.13.5), then $T_n(\delta)$ can be included in a set of intervals whose length does not exceed
\[
\sum_{|\mu| \geq \delta n} e^{-K\mu^2/n} = 2 \sum_{\mu \geq \delta n} e^{-K\mu^2/n} \leq 2 \sum_{\mu \geq \delta n} e^{-1/2K\mu^2/n} e^{-1/2K\mu/n} \leq 2e^{-1/2K\delta^2 n} \sum_{\mu = 0}^{\infty} e^{-1/2K\mu/n} \\
= \frac{2}{1 - e^{-1/2K\delta^2 n}} < L n e^{-1/2K\delta^2 n},
\]

where $L$, like $K$, depends only on $r$.

We now fix $N$ (a multiple $N^* r$ of $r$), and consider the set $U_N(\delta)$ of numbers such that (9.13.5) is true for some
\[ n = n^* N = N^* r. \]

Then $U_N(\delta)$ is the sum of the sets
\[ T_N(\delta), T_{N+r}(\delta), T_{N+2r}(\delta), \ldots, \]
i.e. the sets $T_n(\delta)$ for which $n = kr$ and $k \geq N^*$. It can therefore be included in a set of intervals whose length does not exceed
\[ L \sum_{k=N^*}^{\infty} k r e^{-K\delta^2 kr} = \eta(N^*); \]
and $\eta(N^*) \to 0$ when $n^*$ and $N^*$ tend to infinity.

If $U(S)$ is the set of numbers whose n-excess satisfies (9.13.5) for \textit{an infinity} of $n$ (all multiples of $r$), then $U(S)$ is included in $U_N(\delta)$ for every $N$, and can therefore be included in a set of intervals whose total length is as small as we please. That is to say, $U(6)$ is null.

Finally, if $x$ is not simply normal, (9.12.1) is false (even when $n$ is restricted to be a multiple of $r$), and
\[ |\mu| \geq \zeta n \]
\[ \dagger \text{Indeed } p(n, m) < r^n \text{ for all } m. \]
for some positive $\zeta$ and an infinity of multiples $n$ of $\tau$. This $\zeta$ is greater than some one of the sequence $\delta, 1/2\delta, 1/4\delta, \ldots$, and so $x$ belongs to some one of the sets

$$U(\delta), \ U(1/2\delta), \ U(1/4\delta), \ldots,$$

all of which are null. Hence the set of all such $x$ is null.

It might be supposed that, since almost all numbers are normal, it would be easy to construct examples of normal numbers. There are in fact simple constructions; thus the number

$$0.123456789101112\ldots,$$

formed by writing down all the positive integers in order, in decimal notation, is normal. But the proof that this is so is more troublesome than might be expected.

NOTES ON CHAPTER IX

§ 9.4. For Theorem 138 see Pólya and Szegö, ii. 160, 383. The result is stated without proof in W. H. and G. C. Young’s The theory of sets of points, 3.

§ 9.5. See Dickson, History, i, ch. xii. The test for 7, 11, and 13 is not mentioned explicitly. It is explained by Grunert, Archiv der Math. und Phys. 42 (1864), 478-82. Grunert gives slightly earlier references to Brilka and V. A. Lebesgue.

§§ 9.7-8. See Ahrens, ch. iii.

There is an interesting logical point involved in the definition of a ‘losing’ position in Nim. We define a losing position as one which is not a winning position, i.e. as a position such that $P$ cannot force a win by leaving it to $Q$. It follows from our analysis of the game that a losing position in this sense is also a losing position in the sense that $Q$ can force a win if $P$ leaves such a position to $Q$. This is a case of a general theorem (due to Zermelo and von Neumann) true of any game in which there are only two possible results and only a finite choice of ‘moves’ at any stage. See D. König, Acta Univ. Hungaricae (Szeged), 3 (1927), 121-30.

§ 9.10. Our ‘limit point’ is the ‘limiting point’ of Hobson’s Theory of functions of a real variable or the ‘Häufungspunkt’ of Hausdorff’s Mengenlehre.

§§ 9.12-13. Niven and Zuckerman (Pacific Journal of Math. 1 (1951), 103–9) and Cassels (ibid. 2 (1952), 555-7) give proofs that, if (9.12.2) holds for every sequence of digits, then $x$ is normal. This is the converse of our statement that (9.12.2) follows from the definition; the proof of this converse is not trivial.

For the substance of these sections see Borel, Leçons sur la théorie des fonctions (2nd ed., 1914), 182-216. Theorem 148 has been developed in various ways since it was originally proved by Borel in 1909. Full references will be found in Koksma, 116-18.

Champernowne (Journal London Math. Soc. 8 (1933), 254-60) proved that

$$0.123\ldots$$

is normal. Copeland and Erdős (Bulletin Amer. Math. Soc. 52 (1946), 857-60) proved that, if $a_1, a_2, \ldots$ is any increasing sequence of integers such that

$$a_n < n^{1+\epsilon}$$

for every $\epsilon > 0$ and $n > n_0(\epsilon)$, then the decimal

$$a_1a_2a_3\ldots$$

(formed by writing out the digits of the $a_n$ in any scale in order) is normal in that scale.
CONTINUED FRACTIONS

10.1. Finite continued fractions. We shall describe the function

\[ a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \ldots + \frac{1}{a_N} } } } \]

of the \( N + 1 \) variables

\[ a_0, a_1, \ldots, a_n, \ldots, a_N, \]

as a finite continued fraction, or, when there is no risk of ambiguity, simply as a continued fraction. Continued fractions are important in many branches of mathematics, and particularly in the theory of approximation to real numbers by rationals. There are more general types of continued fractions in which the ‘numerators’ are not all 1’s, but we shall not require them here.

The formula (10.1.1) is cumbrous, and we shall usually write the continued fraction in one of the two forms

\[ a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \cdots + \frac{1}{a_N} } } \]

or

\[ [a_0, a_1, a_2, \ldots, a_N] \]

We call \( a_n, a_{n-1}, \ldots, a_N \) the partial quotients, or simply the quotients, of the continued fraction.

We find by calculation that†

\[ [a_0] = a_0, \quad [a_0, a_1] = \frac{a_1 a_0 + 1}{a_1}, \quad [a_0, a_1, a_2] = \frac{a_2 a_1 a_0 + a_2 + a_0}{a_2 a_1 + 1}, \]

and it is plain that

\[ [a_0, a_1] = \frac{a_0 + 1}{a_1}, \]

\[ [a_0, a_1, \ldots, a_{n-1}, a_n] = [a_0, a_1, \ldots, a_{n-2}, a_{n-1} + \frac{1}{a_n}]. \]

† There is a clash between our notation here and that of § 6.11, which we shall use again later in the chapter (for example in § 10.5). In § 6.11, \([x]\) was defined as the integral part of \( x \); while here \([a_n]\) means simply \( a_n \). The ambiguity should not confuse the reader, since we use \([a_0]\) here merely as a special case of \([a_n, a_{n-1}, \ldots, a_0]\). The square bracket in this sense will seldom occur with a single letter inside it, and will not then be important.
(10.1.4) \[ [a_0, a_1, \ldots, a_n] = a_0 + \frac{1}{[a_1, a_2, \ldots, a_n]} = [a_0, [a_1, a_2, \ldots, a_n]], \]

for \(1 \leq n \leq N\). We could define our continued fraction by (10.1.2) and either (10.1.3) or (10.1.4). More generally

(10.1.5) \[ [a_0, a_1, \ldots, a_n] = [a_0, a_1, \ldots, a_{m-1}, [a_m, a_{m+1}, \ldots, a_n]] \]

for \(1 \leq m \leq n \leq N\).

### 10.2. Convergents to a continued fraction.

We call \([a_0, a_1, \ldots, a_n]\) (0 \(\leq n \leq N\)) the \(n\)th **convergent** to \([a_0, a_1, \ldots, a_N]\). It is easy to calculate the convergents by means of the following theorem.

**Theorem 149.** If \(p_n\) and \(q_n\) are defined by

(10.2.1) \(p_0 = a_0,\) \(p_1 = a_1 a_0 + 1,\) \(p_n = a_n p_{n-1} + p_{n-2}\) (2 \(\leq n \leq N\)),

(10.2.2) \(q_0 = 1,\) \(q_1 = a_1,\) \(q_n = a_n q_{n-1} + q_{n-2}\) (2 \(\leq n \leq N\)),

then

(10.2.3) \[ [a_0, a_1, \ldots, a_n] = \frac{p_n}{q_n}. \]

We have already verified the theorem for \(n = 0\) and \(n = 1\). Let us suppose it to be true for \(n \leq m\), where \(m < N\). Then

\[ [a_0, a_1, \ldots, a_{m-1}, a_m, a_{m+1}] = \frac{p_m}{q_m} = \frac{a_m p_{m-1} + p_{m-2}}{a_m q_{m-1} + q_{m-2}}, \]

and \(p_{m-1}, p_{m-2}, q_{m-1}, q_{m-2}\) depend only on \(a_0, a_1, \ldots, a_{m-1}\).

**Hence,** using (10.1.3), we obtain

\[ [a_0, a_1, \ldots, a_{m-1}, a_m, a_{m+1}] = \left[ a_0, a_1, \ldots, a_{m-1}, a_m + \frac{1}{a_{m+1}} \right] \]

\[ = \frac{a_m + \frac{1}{a_{m+1}}}{a_m} p_{m-1} + p_{m-2} \]

\[ = \frac{a_m + \frac{1}{a_{m+1}}}{a_m} q_{m-1} + q_{m-2} \]

\[ = \frac{a_{m+1}(a_m p_{m-1} + p_{m-2}) + p_{m-1}}{a_{m+1}(a_m q_{m-1} + q_{m-2}) + q_{m-1}} \]

\[ = \frac{a_{m+1} p_m + p_{m+1}}{a_{m+1} q_m + q_{m+1}}, \]

and the theorem is proved by induction.
It follows from (10.2.1) and (10.2.2) that

\[ \frac{p_n}{q_n} = \frac{a_n p_{n-1} + p_{n-2}}{a_n q_{n-1} + q_{n-2}}. \]

Also

\[ p_n q_{n-1} - p_{n-1} q_n = (a_n p_{n-1} + p_{n-2}) q_{n-1} - p_{n-1} (a_n q_{n-1} + q_{n-2}) = (p_{n-1} q_{n-2} - p_{n-2} q_{n-1}). \]

Repeating the argument with \( n-1, n-2, \ldots, 2 \) in place of \( n \), we obtain

\[ p_n q_{n-1} - p_{n-1} q_n = (-1)^{n-1}(p_1 q_0 - p_0 q_1) = (-1)^{n-1}. \]

Also

\[ a_n p_{n-1} q_{n-2} - p_{n-2} q_{n-1} a_n = (a_n p_{n-1} + p_{n-2}) q_{n-2} - p_{n-2} (a_n q_{n-1} + q_{n-2}) = (-1)^{n-1} a_n. \]

**Theorem 150.** The functions \( p_n \) and \( q_n \) satisfy

\[ p_n q_{n-2} - p_{n-2} q_n = (-1)^{n-1} a_{n-1} \]

or

\[ \frac{p_n}{q_n} - \frac{p_{n-1}}{q_{n-1}} = (-1)^{n-1} \frac{p_{n-1}}{q_{n-1}}. \]

**Theorem 151.** They also satisfy

\[ p_n q_{n-2} - p_{n-2} q_n = (-1)^n a_n \]

or

\[ \frac{p_n}{q_n} - \frac{p_{n-2}}{q_{n-2}} = (-1)^n a_n. \]

### 10.3. Continued fractions with positive quotients

We now assign numerical values to the quotients \( a_n \), and so to the fraction (10.1.1) and to its convergents. We shall always suppose that

\[ a_1 > 0, \ldots, a_N > 0, \]

and usually also that \( a_0 \) is *integral*, in which case the continued fraction is said to be *simple*. But it is convenient first to prove three theorems (Theorems 152-4 below) which hold for all continued fractions in which the quotients satisfy (10.3.1). We write

\[ x_n = \frac{p_n}{q_n}, \quad x = x_N, \]

so that the value of the continued fraction is \( x_N \) or \( x \).

It follows from (10.1.5) that

\[ x = [a_0, a_1, \ldots, a_N] = [a_0, a_1, \ldots, a_{n-1}, [a_n, a_{n+1}, \ldots, a_N]] = \frac{[a_0, a_1, \ldots, a_N] p_{n-1} + p_{n-2}}{[a_n, a_{n+1}, \ldots, a_N] q_{n-1} + q_{n-2}} \]

for \( 2 \leq n \leq N. \)

\[ \dagger \text{\( a_0 \) may be negative.} \]
Theorem 152. The even convergents \( x_{2n} \) increase strictly with \( n \), while the odd convergents \( x_{2n+1} \) decrease strictly.

Theorem 153. Every odd convergent is greater than any even convergent.

Theorem 154. The value of the continued fraction is greater than that of any of its even convergents and less than that of any of its odd convergents (except that it is equal to the last convergent, whether this be even or odd).

In the first place every \( q_n \) is positive, so that, after (10.2.8) and (10.3.1), \( x_n - x_{n-2} \) has the sign of \((-1)^n\). This proves Theorem 152.

Next, after (10.2.6), \( x_n - x_{n-1} \) has the sign of \((-1)^{n-1}\), so that

\[
x_{2m+1} > x_{2m}.
\]

If Theorem 153 were false, we should have \( x_{2m+1} \leq x_{2\mu} \) for some pair \( m, \mu \). If \( \mu < m \), then, after Theorem 152, \( x_{2m+1} < x_{2m} \), and if \( \mu > m \), then \( x_{2\mu+1} < x_{2\mu} \); and either inequality contradicts (10.3.3).

Finally, \( x = x_N \) is the greatest of the even, or the least of the odd convergents, and Theorem 154 is true in either case.

10.4. Simple continued fractions. We now suppose that the \( a_i \) are integral and the fraction simple. The rest of the chapter will be concerned with the special properties of simple continued fractions, and other fractions will occur only incidentally. It is plain that \( p_n \) and \( q_n \) are integers, and \( q_n \) positive. If

\[
[a_0, a_1, a_2, \ldots, a_N] = \frac{p_n}{q_n} = x,
\]

we say that the number \( x \) (which is necessarily rational) is represented by the continued fraction. We shall see in a moment that, with one reservation, the representation is unique.

Theorem 155. \( q_n \geq q_{n-1} \) for \( n \geq 1 \), with inequality when \( n > 1 \).

Theorem 156. \( q_n \geq n \), with inequality when \( n > 3 \).

In the first place, \( q_0 = 1, q_1 = a_1 \geq 1 \). If \( n \geq 2 \), then

\[
q_n = a_n q_{n-1} + q_{n-2} \geq 3 \quad q_{n-1} + 1,
\]

so that \( q_n > q_{n-1} \) and \( q_n \geq n \). If \( n > 3 \), then

\[
q_n \geq q_{n-1} + q_{n-2} > q_{n-1} + 1 \geq n,
\]

and so \( q_n > n \).

A more important property of the convergents is

Theorem 157. The convergents to a simple continued fraction are in their lowest terms.

For, by Theorem 150,

\[
\not d \mid p_n \quad \not d \mid q_n \rightarrow d \mid (-1)^{n-1} \rightarrow d \mid 1.
\]
10.5. The representation of an irreducible rational fraction by a simple continued fraction. Any simple continued fraction $[a, \ldots, a_N]$ represents a rational number

$$x = x_N.$$ 

In this and the next section we prove that, conversely, every positive rational $x$ is representable by a simple continued fraction, and that, apart from one ambiguity, the representation is unique.

**Theorem 158.** If $x$ is representable by a simple continued fraction with an odd (even) number of convergents, it is also representable by one with an even (odd) number.

For, if $a, \geq 2$,

$$[a_0, a_1, \ldots, a] = [a_0, a_1, \ldots, a_n - 1, 1],$$

while, if $a, = 1$,

$$[a_0, a, \ldots, a_n - 1, 1] = [a_0, a, \ldots, a_n - 2, a_n - 1 + 1].$$

For example

$$[2, 2, 3] = [2, 2, 2, 1].$$

This choice of alternative representations is often useful.

We call

$$a'_n = \lfloor a, a, \ldots, a_N \rfloor \quad (0 \leq n \leq N)$$

the $n$-th complete quotient of the continued fraction

$$[a_0, a_1, \ldots, a, a_N].$$

Thus

$$x = a'_0, \quad x = a'_1 a_0 + 1$$

and

$$x = a'_n p_{n-1} + p_{n-2} \quad (2 \leq n \leq N).$$

**Theorem 159.** $a, = [a'_n]$, the integral part of $a'_n$,† except that

$$a_{N-1} = [a'_{N-1}] - 1$$

when $a_N = 1$.

If $N = 0$, then $a, = a'_0 = [a'_0]$. If $N > 0$, then

$$a'_n = a_n + \frac{1}{a_{n+1}} \quad (0 \leq n \leq N-1).$$

Now

$$a', \ldots, 1 \quad (0 \leq n \leq N-1)$$

except that $a'_{n+1} = 1$ when $n = N-1$ and $a_N = 1$. Hence

$$a, < a'_n < a_n + 1 \quad (0 \leq n \leq N-1)$$

and

$$a_n = [a'_n] \quad (0 \leq n \leq N-1)$$

† We revert here to our habitual use of the square bracket in accordance with the definition of § 6.11.
except in the case specified. And in any case

\[ a_N = a'_N = [a'_N]. \]

**Theorem 160.** If two simple continued fractions

\[ [a_0, a_1, \ldots, a_N], \quad [b_0, b_1, \ldots, b_M] \]

have the same value \( x \), and \( a_N > 1 \), \( b_M > 1 \), then \( M = N \) and the fractions are identical.

When we say that two continued fractions are identical we mean that they are formed by the same sequence of partial quotients.

By Theorem 159, \([x] = b_0\). Let us suppose that the first \( n \) partial quotients in the continued fractions are identical, and that \( a'_n, b'_n \) are the \( n \)th complete quotients. Then

\[ x = [a_0, a_1, \ldots, a_{n-1}, a'_n] = [a_0, a_1, \ldots, a_{n-1}, b'_n]. \]

If \( n = 1 \), then

\[ a_0 + \frac{1}{a'_1} = a_0 + \frac{1}{b'_1}, \]

and therefore, by Theorem 159, \( a_1 = b_1 \). If \( n > 1 \), then, by (10.5.1),

\[ \frac{a'_n p_{n-1} + p_{n-2}}{a_n q_{n-1} + q_{n-2}} = \frac{b'_n p_{n-1} + p_{n-2}}{b_n q_{n-1} + q_{n-2}}, \]

\[ (a'_n - b'_n)(p_{n-1} q_{n-2} - p_{n-2} q_{n-1}) = 0. \]

But \( p_{n-1} q_{n-2} - p_{n-2} q_{n-1} = (-1)^n \), by Theorem 150, and so \( a'_n = b'_n \). It follows from Theorem 159 that \( a_n = b_n \).

Suppose now, for example, that \( N \leq M \). Then our argument shows that

\[ a_n = b_n \]

for \( n \leq N \). If \( M > N \), then

\[ \frac{p_N}{q_N} = [a_0, a_1, \ldots, a_N] = [a_0, a_1, \ldots, a_N, b_{N+1}, \ldots, b_M] = \frac{b_{N+1} p_N + p_{N-1}}{b_{N+1} q_N + q_{N-1}}, \]

by (10.5.1); or \( p_N q_{N-1} - p_{N-1} q_N = 0 \), which is false. Hence \( M = N \) and the fractions are identical.

**10.6. The continued fraction algorithm and Euclid’s algorithm.** Let \( x \) be any real number, and let \( a_0 = [x] \). Then

\[ x = a_0 + \xi_0, \quad 0 \leq \xi_0 < 1. \]

If \( \xi_0 \neq 0 \), we can write

\[ \frac{1}{\xi_0} = a'_1, \quad [a'_1] = a_1, \quad a'_1 = a_1 + \xi_1, \quad 0 \leq \xi_1 < 1. \]

If \( \xi_1 \neq 0 \), we can write

\[ \frac{1}{\xi_1} = a'_2 = a_2 + \xi_2, \quad 0 \leq \xi_2 < 1, \]
and so on. Also \( a'_n = \frac{1}{\xi_{n-1}} > 1 \), and so \( a_n \geq 1 \), for \( n \geq 1 \). Thus

\[
x = [a_0, a'_1, \ldots, a'_n, \ldots] = [a_0, a_1, a_2, a'_3, \ldots] = \ldots \ldots
\]

where \( a_1, a_2, \ldots \) are integers and

\[
a_1 > 0, \quad a_2 > 0, \ldots
\]

The system of equations

\[
x = a_0 + \xi_0 \quad (0 \leq \xi_0 < 1),
\]

\[
\frac{1}{\xi_0} = a'_1 = a_1 + \xi_1 \quad (0 \leq \xi_1 < 1),
\]

\[
\frac{1}{\xi_1} = a'_2 = a_2 + \xi_2 \quad (0 \leq \xi_2 < 1),
\]

\[\ldots \ldots \ldots \ldots \ldots \]

is known as the continued fraction algorithm. The algorithm continues so long as \( \xi_n \neq 0 \). If we eventually reach a value of \( n \), say \( N \), for which \( \xi_N = 0 \), the algorithm terminates and

\[
x = [a_0, a_1, a_2, \ldots, a_N].
\]

In this case \( x \) is represented by a simple continued fraction, and is rational. The numbers \( a'_n \) are the complete quotients of the continued fraction.

**Theorem 161.** Any rational number can be represented by a finite simple continued fraction.

If \( x \) is an integer, then \( \xi_0 = 0 \) and \( x = a_1 \). If \( x \) is not integral, then

\[
x = \frac{h}{k},
\]

where \( h \) and \( k \) are integers and \( k > 1 \). Since

\[
\frac{h}{k} = a_0 + \xi_0, \quad h = a_0 k + \xi_0 k,
\]

\( a_0 \) is the quotient, and \( k_1 = \xi_0 k \) the remainder, when \( h \) is divided by \( k \).†

If \( \xi_0 \neq 0 \), then

\[
a'_1 = \frac{1}{\xi_0} = \frac{k}{k_1}
\]

† The ‘remainder’, here and in what follows, is to be non-negative (here positive). If \( a_0 > 0 \), then \( x \) and \( h \) are positive and \( k_1 \) is the remainder in the ordinary sense of arithmetic. If \( a_0 < 0 \), then \( x \) and \( h \) are negative and the ‘remainder’ is

\[
(x-[x])k.
\]

Thus if \( h = -7, k = 5 \), the ‘remainder’ is

\[
(-\frac{7}{5} - \left[ -\frac{7}{5} \right])5 = (-\frac{7}{5} + 2)5 = 3.
\]
and
\[ k_1 = a_1 + \xi_1, \quad k = a_1 k_1 + \xi_1 k_1; \]
thus \(a_n\) is the quotient, and \(k_2 = \xi_1 k_1\) the remainder, when \(k\) is divided by \(k_1\). We thus obtain a series of equations
\[ h = a_0 k + k_1, \quad k = a_1 k_1 + k_2, \quad k_1 = a_2 k_2 + k_3, \quad \ldots \]
continuing so long as \(\xi_n \neq 0\), or, what is the same thing, so long as \(k_{n+1} \neq 0\).

The non-negative integers \(k, k_1, k_2, \ldots\) form a strictly decreasing sequence, and so \(k_{N+1} = 0\) for some \(N\). It follows that \(\xi_N = 0\) for some \(N\), and that the continued fraction algorithm terminates. This proves Theorem 161.

The system of equations
\[
\begin{align*}
  h &= a_0 k + k_1 && (0 < k_1 < k), \\
  k &= a_1 k_1 + k_2 && (0 < k_2 < k_1), \\
  &\quad \vdots \\
  k_{N-2} &= a_{N-1} k_{N-1} + k_N && (0 < k_N < k_{N-1}), \\
  k_{N-1} &= a_N k_N
\end{align*}
\]
is known as Euclid’s algorithm. The reader will recognize the process as that adopted in elementary arithmetic to determine the greatest common divisor \(k_N\) of \(h\) and \(k\).

Since \(\xi_N = 0\), \(a_N' = a_n\); also
\[ 0 < \frac{1}{a_N} = \frac{1}{a_N'} = \xi_{N-1} < 1, \]
and so \(a_N \geq 2\). Hence the algorithm determines a representation of the type which was shown to be unique in Theorem 160. We may always make the variation of Theorem 158.

Summing up our results we obtain

**Theorem 162.** A rational number can be expressed as a finite simple continued fraction in just two ways, one with an even and the other with an odd number of convergents. In one form the last partial quotient is 1, in the other it is greater than 1.

### 10.7. The difference between the fraction and its convergents.
Throughout this section we suppose that \(N > 1\) and \(n > 0\). By (10.5.1)
\[
x = \frac{a_n' p_n + p_{n-1}}{a_n' q_n + q_{n-1}},
\]
for \(1 \leq n \leq N-1\), and so
\[
x - \frac{p_n}{q_n} = -\frac{p_n q_{n-1} - p_{n-1} q_n}{q_n a_n' q_n + q_{n-1}} = \frac{(-1)^n}{q_n (a_n' q_n + q_{n-1})},
\]

for \(1 \leq n \leq N-1\).
Also 
\[ x - \frac{p_n}{q_n} = x - a, \quad \frac{1}{a_1} \]

If we write

(10.7.1) \quad q_1' = a_1', \quad q_n' = a_n' q_{n-1} + q_{n-2} \quad (1 \leq n \leq N)

(so that, in particular, \( q_N' = q_N \)), we obtain

**Theorem 163.** If \( 1 \leq n \leq N-1 \), then

\[ x - \frac{p_n}{q_n} = \frac{(-1)^n}{q_n q_{n+1}}. \]

This formula gives another proof of Theorem 154.

Next, \( a_{n+1} < a_{n+1}' < a_{n+1} + 1 \)

for \( n \leq N-2 \), by (10.5.2), except that

\[ a_{N-1}' = a_{N-1} + 1 \]

when \( a_N = 1 \). Hence, if we ignore this exceptional case for the moment, we have

(10.7.2) \quad q_1 = a_1 < a_1' < a_1 + 1 \leq q_2

and

(10.7.3) \quad q_{n+1}' = a_{n+1}' q_n + q_{n-1} > a_{n+1} q_n + q_{n-1} = q_{n+1},

(10.7.4) \quad q_{n+1}' < a_{n+1} q_n + q_{n-1} + q_n = q_{n+1} + q_n \leq a_{n+1} q_{n+1} + q_n = q_{n+2},

for \( 1 \leq n \leq N-2 \): It follows that

(10.7.5) \quad \frac{1}{q_{n+2}} < \left| \frac{p_n - q_n x}{q_n} \right| < \frac{1}{q_{n+1}} \quad (n \leq N-2),

while

(10.7.6) \quad \left| p_{N-1} - q_{N-1} x \right| = \frac{1}{q_N}, \quad p_{N-1} - q_{N-1} x = 0.

In the exceptional case, (10.7.4) must be replaced by

\[ q_{N-1}' = (a_{N-1} + 1) q_{N-2} + q_{N-3} = q_{N-1} + q_{N-2} = q_N \]

and the first inequality in (10.7.5) by an equality. In any case (10.7.5) shows that \( \left| \frac{p_n - q_n x}{q_n} \right| \) decreases steadily as \( n \) increases; a fortiori, since \( q_n \) increases steadily,

\[ \left| x - \frac{p_n}{q_n} \right| \]

decreases steadily.

We may sum up the most important of our conclusions in

**Theorem 164.** If \( N > 1, n > 0 \), then the differences

\[ x - \frac{p_n}{q_n}, \quad q_n x - p_n \]
decrease steadily in absolute value as \( n \) increases. Also
\[
q_n x - p_n = \frac{(-1)^n \delta_n}{q_{n+1}},
\]
where
\[
0 < \delta_n < 1 \quad (1 \leq n \leq N-2), \quad \delta_{N-1} = 1,
\]
and
\[
|x - \frac{p_n}{q_n}| \leq \frac{1}{q_n q_{n+1}} < \frac{1}{q_n^2}
\]
for \( n \leq N-1 \), with inequality in both places except when \( n = N-1 \).

10.8. **Infinite** simple continued fractions. We have considered so far only **finite** continued fractions; and these, when they are simple, represent rational numbers. The **chief interest** of continued fractions, however, lies in their application to the representation of irrationals, and for this **infinite** continued fractions are needed.

Suppose that \( a, a, a_2, \ldots \) is a sequence of integers satisfying (10.3.1), so that
\[
x_n = [a_0, a_1, \ldots, a_n]
\]
is, for every \( n \), a simple continued fraction representing a rational number \( x_n \). If, as we shall prove in a moment, \( x_n \) tends to a limit \( x \) when \( n \to \infty \), then it is natural to say that the simple continued fraction
\[
[a_0, a_1, a_2, \ldots]
\]
converges to the value \( x \), and to write
\[
x = [a_0, a_1, a_2, \ldots].
\]

**Theorem 165.** If \( a, a, a_2, \ldots \) is a sequence of integers satisfying (10.3.1), then \( x_n = [a_0, a_1, \ldots, a_n] \) tends to a limit \( x \) when \( n \to \infty \).

We may express this more shortly as

**Theorem 166.** All infinite simple continued fractions are convergent.

We write
\[
x_n = \frac{p_n}{q_n} = [a_0, a_1, \ldots, a_n],
\]
as in § 10.3, and call these fractions the convergents to (10.8.1). We have to show that the convergents tend to a limit.

If \( N \geq n \), the convergent \( x_n \) is also a convergent to \([a, a, \ldots, a_N]\). Hence, by Theorem 152, the even convergents form an increasing and the odd convergents a decreasing sequence.

Every even convergent is less than \( x_1 \), by Theorem 153, so that the increasing sequence of even convergents is bounded above; and every odd convergent is greater than \( x_0 \), so that the decreasing sequence of
odd convergents is bounded below. Hence the even convergents tend to a limit \( \xi_1 \), and the odd convergents to a limit \( \xi_2 \), and \( \xi_1 \leq \xi_2 \).

Finally, by Theorems 150 and 156,
\[
\left| \frac{p_{2n}}{q_{2n}} - \frac{p_{2n-1}}{q_{2n-1}} \right| = \frac{1}{q_{2n}q_{2n-1}} \leq \frac{1}{2n(2n-1)} \to 0,
\]
so that \( \xi_1 = \xi_2 = x \), say, and the fraction (10.8.1) converges to \( x \).

Incidentally we see that

**Theorem 167.** An infinite simple continued fraction is less than any of its odd convergents and greater than any of its even convergents.

Here, and often in what follows, we use ‘the continued fraction’ as an abbreviation for ‘the value of the continued fraction’.

### 10.9. The representation of an irrational number by an infinite continued fraction.

We call
\[ a'_n = [a_n, a_{n+1}, \ldots] \]
the \( n \)-th complete quotient of the continued fraction
\[ x = [a_0, a_1, \ldots]. \]

Clearly
\[ a'_n = \lim_{N \to \infty} [a_0, a_1, \ldots, a_N] \]
\[ = a_0 + \lim_{N \to \infty} \frac{1}{[a_{n+1}, \ldots, a_N]} = a_n' + \frac{1}{a_{n+1}'}, \]
and in particular
\[ x = a'_0 = a_0 + \frac{1}{a'_1}. \]

Also
\[ a_n' > a_n, \quad a_{n+1}' > a_{n+1} > 0, \quad 0 < \frac{1}{a_{n+1}'} < 1; \]
and so \( a_n = [a_n'] \).

**Theorem 168.** If \([a_0, a_1, a_2, \ldots] = x\), then
\[ a_0 = [x], \quad a_n = [a_n'] \quad (n \geq 0). \]

From this we deduce, as in § 10.5,

**Theorem 169.** Two infinite simple continued fractions which have the same value are identical.

We now return to the continued fraction algorithm of § 10.6. If \( x \) is irrational the process cannot terminate. Hence it defines an infinite sequence of integers \( a_0, a_1, a_2, \ldots \),

and as before
\[ x = [a_0, a'_1] = [a_0, a_1, a'_2] = \ldots = [a_0, a_1, a_2, \ldots, a_n, a'_n, \ldots], \]
where
\[ a_{n+1}' = a_{n+1} + \frac{1}{a_{n+2}'} > a_{n+1}. \]
Hence
\[ x = \frac{a'_{n+1}p_n + p_{n-1}}{a'_{n+1}q_n + q_{n-1}}, \]
by (10.5.1), and so
\[ x - \frac{p_n}{q_n} = \frac{p_{n-1}q_n - p_nq_{n-1}}{q_n(a'_{n+1}q_n + q_{n-1})} = (-1)^n q_n(a'_{n+1}q_n + q_{n-1})' \]
when \( n \to \infty \). Thus
\[ x = \lim_{n \to \infty} \frac{P}{Q^n} = [a, a, \ldots, a, \ldots], \]
and the algorithm leads to the continued fraction whose value is \( x \), and which is unique by Theorem 169.

**Theorem 170.** Every irrational number can be expressed in just one way as an infinite simple continued fraction.

Incidentally we see that the value of an infinite simple continued fraction is necessarily irrational, since the algorithm would terminate if \( x \) were rational.

We define
\[ q'_n = a'_{n}q_{n-1} + q_{n-2} \]
as in § 10.7. Repeating the argument of that section, we obtain

**Theorem 171.** The results of Theorems 163 and 164 hold also (except for the references to \( N \)) for infinite continued fractions. In particular
\[(10.9.1) \quad \left| x - \frac{p_n}{q_n} \right| < \frac{1}{q_n q_{n+1}} < \frac{1}{q_n^2} . \]

10.10. A lemma. We shall need the theorem which follows in § 10.11.

**Theorem 172.** If
\[ x = \frac{P\zeta + R}{Q\zeta + S}, \]
where \( \zeta > 1 \) and \( P, Q, R, \) and \( S \) are integers such that
\[ Q > S > 0, \quad PS - QR = \pm 1, \]
then \( R/S \) and \( P/Q \) are two consecutive convergents to the simple continued fraction whose value is \( x \). If \( R/S \) is the \((n-1)\)th convergent, and \( P/Q \) the \( n \)-th, then \( \zeta \) is the \((n+1)\)th complete quotient.

We can develop \( P/Q \) in a simple continued fraction
\[(10.10.1) \quad \frac{P}{Q} = [a, a, \ldots, a_n] = \frac{p_n}{q_n}. \]
After Theorem 158, we may suppose \( n \) odd or even as we please. We shall choose \( n \) so that

\[(10.10.2) \quad PS \cdot QR = \pm 1 = (-1)^{n-1}.\]

Now \((P, Q) = 1\) and \(Q > 0\), and \(p_n\) and \(q_n\) satisfy the same conditions. Hence (10.10.1) and (10.10.2) imply \(P = p_n, Q = q_n,\) and

\[p_n, S-q_n, R = PS \cdot QR = (-1)^{n-1} = p_nq_{n-1} - p_{n-1}q_n,\]

or

\[(10.10.3) \quad p_n(S - q_{n-1}) = q_n(R - p_{n-1}).\]

Since \((p_n, q_n) = 1\), (10.10.3) implies

\[(10.10.4) \quad q_n (S - q_{n-1}).\]

But

\[q_n = Q > S > 0, \quad q_n \geq Q_{n-1} > 0,\]

and so

\[S - q_{n-1} < q_n,\]

and this is inconsistent with (10.10.4) unless \(S - q_{n-1} = 0\). Hence

\[S = q_{n-1}, \quad R = p_{n-1}\]

and

\[x = \frac{p_n \zeta + p_{n-1}}{q_n \zeta + q_{n-1}}\]

or

\[x = [a_0, a_1, ..., a_n, \zeta].\]

If we develop \( \zeta \) as a simple continued fraction, we obtain

\[\zeta = [a_{n+1}, a_{n+2}, ...]\]

where \(a_{n+1} = \lceil \zeta \rceil \geq 1\). Hence

\[x = [a_0, a_1, ..., a_n, a_{n+1}, a_{n+2}, ...],\]

a simple continued fraction. But \(p_{n-1}/q_{n-1}\) and \(p_n/q_n\), that is \(R/S\) and \(P/Q\), are consecutive convergents of this continued fraction, and \( \zeta \) is its \((n+1)\)th complete quotient.

**10.11. Equivalent numbers.** If \( \xi \) and \( \eta \) are two numbers such that

\[\xi = \frac{a\eta + b}{c\eta + d},\]

where \(a, b, c, d\) are integers such that \(ad - bc = \pm 1\), then \( \xi \) is said to be equivalent to \( \eta \). In particular, \( \xi \) is equivalent to itself.\(^\dagger\)

If \( \xi \) is equivalent to \( \eta \), then

\[\eta = \frac{-d\xi + b}{c\xi - a}, \quad (-d)(-a) - bc = ad \cdot bc = \pm 1,\]

and so \( \eta \) is equivalent to \( \xi \). Thus the relation of equivalence is symmetrical.

\(\dagger\) \(a = d = 1, b = c = 0.\)
THEOREM 173. If \( \xi \) and \( \eta \) are equivalent, and \( \eta \) and \( \zeta \) are equivalent, then \( \xi \) and \( \zeta \) are equivalent.

For
\[
\xi = \frac{a\eta + b}{c\eta + d}, \quad ad - bc = \pm 1,
\]
and
\[
\eta = \frac{a'\zeta + b'}{c'\zeta + d'}, \quad a'd' - b'c' = \pm 1,
\]
and
\[
\xi = \frac{A\xi + B}{C\xi + D},
\]
where
\[
A = aa' + bc', \quad B = ab' + bd', \quad C = ca' + dc', \quad D = cb' + dd',
\]
\[
AD - BC = (au - bc)(a'd' - b'c') = \pm 1.
\]

We may also express Theorem 173 by saying that the relation of equivalence is transitive. The theorem enables us to arrange irrationals in classes of equivalent irrationals.

If \( h \) and \( k \) are coprime integers, then, by Theorem 25, there are integers \( h' \) and \( k' \) such that
\[
hk' - h'k = 1;
\]
and then
\[
\frac{h}{k} = \frac{h'.0 + h}{k'.0 + k} = \frac{a.0 + b}{c.0 + d'}
\]
with \( ad - bc = \mp 1 \). Hence any rational \( h/k \) is equivalent to 0, and therefore, by Theorem 173, to any other rational.

THEOREM 174. Any two rational numbers are equivalent.

In what follows we confine our attention to irrational numbers, represented by infinite continued fractions.

THEOREM 175. Two irrational numbers \( \xi \) and \( \eta \) are equivalent if and only if

\[
(10.11.1) \quad \xi = [a_0, a_1, \ldots, a_m, c_0, c_1, c_2, \ldots], \quad \eta = [b_0, b_1, \ldots, b_n, c_0, c_1, c_2, \ldots],
\]
the sequence of quotients in \( \xi \) after the \( m \)-th being the same as the sequence in \( \eta \) after the \( n \)-th.

Suppose first that \( \xi \) and \( \eta \) are given by (10.11.1) and write
\[
\omega = [c_0, c_1, c_2, \ldots].
\]
Then
\[
\xi = [a, a, \ldots, a, \omega] = \frac{p_m \omega + p_{m-1}}{q_m \omega + q_{m-1}},
\]
and \( p_m q_{m-1} - p_{m-1} q_m = \pm 1 \), so that \( \xi \) and \( \omega \) are equivalent. Similarly, \( \eta \) and \( \omega \) are equivalent, and so \( \xi \) and \( \eta \) are equivalent. The condition is therefore sufficient.
On the other hand, if $\xi$ and $\eta$ are two equivalent numbers, we have
$$\eta = \frac{a\xi + b}{c\xi + d}, \quad ad - bc = 1.\]$$

We may suppose $c\xi + d > 0$, since otherwise we may replace the coefficients by their negatives. When we develop $\xi$ by the continued fraction algorithm, we obtain
$$\xi = [a_0, a_1, \ldots, a_k, a_{k+1}, \ldots] = [a_0, \ldots, a_k, a'_k] = \frac{p_{k-1}a'_k + p_{k-2}}{q_{k-1}a'_k + q_{k-2}}.$$

Hence
$$\eta = \frac{Pa'_k + R}{Qa'_k + S},$$
where
$$P = ap_{k-1} + bq_{k-1}, \quad R = ap_{k-2} + bq_{k-2},$$
$$Q = cp_{k-1} + dq_{k-1}, \quad S = cp_{k-2} + dq_{k-2},$$
so that $P$, $Q$, $R$, $S$ are integers and
$$PS - QR = (ad - bc)(q_{k-1}p_{k-2} - p_{k-2}q_{k-1}) = \pm 1.$$

By Theorem 171,
$$p_{k-1} = \xi q_{k-1} + \frac{\delta}{q_{k-1}}, \quad p_{k-2} = \xi q_{k-2} + \frac{\delta'}{q_{k-2}},$$
where $|\delta| < 1$, $|\delta'| < 1$. Hence
$$Q = (c\xi + d)q_{k-1} + \frac{c\delta}{q_{k-1}}, \quad S = (c\xi + d)q_{k-2} + \frac{c\delta'}{q_{k-2}}.$$

Now $c\xi + d > 0$, $q_{k-1} > q_{k-2} > 0$, and $q_{k-1}$ and $q_{k-2}$ tend to infinity; so that $Q > S > 0$ for sufficiently large $k$. For such $k$
$$\eta = \frac{P\xi + R}{Q\xi + S},$$
where
$$PS - QR = \pm 1, \quad Q > S > 0, \quad \xi = a'_k > 1;$$
and so, by Theorem 172,
$$\eta = [b_0, b_1, \ldots, b_t, \xi] = [b_0, b_1, \ldots, b_t, a_k, a_{k+1}, \ldots],$$
for some $b_0, b_1, \ldots, 6$. This proves the necessity of the condition.

10.12. Periodic continued fractions. A periodic continued fraction is an infinite continued fraction in which
$$a_l = a_{l+k}$$
for a fixed positive \( k \) and all \( l \geq L \). The set of partial quotients
\[ a_L, a_{L+1}, \ldots, a_{L+k-1} \]
is called the period, and the continued fraction may be written
\[
[a_0, a_1, \ldots, a_{L-1}, a_L, a_{L+1}, \ldots, a_{L+k-1}].
\]
We shall be concerned only with simple periodic continued fractions.

**Theorem 176.** A periodic continued fraction is a quadratic surd, i.e. an irrational root of a quadratic equation with integral coefficients.

If \( a'_L \) is the \( L \)th complete quotient of the periodic continued fraction \( x \), we have
\[
a'_L = \begin{bmatrix} a_L, a_{L+1}, \ldots, a_{L+k-1}, a_L, a_{L+1}, \ldots \end{bmatrix}
\]
\[= \begin{bmatrix} a_L, a_{L+1}, \ldots, a_{L+k-1}, a'_L \end{bmatrix},
\]
\[a'_L = \frac{p'a'_L + p''}{q'a'_L + q''},
\]
(10.12.1)
\[q'a''_L + (q'' - p')a'_L - p'' = 0,
\]
where \( p''/q'' \) and \( p'/q' \) are the last two convergents to \([a_L, a_{L+1}, \ldots, a_{L+k-1}]\).

But
\[x = \frac{p_{L-1}a'_L + p_{L-2}}{q_{L-1}a'_L + q_{L-2}}, \quad a'_L = \frac{PL \cdot 2 \cdot PL \cdot 2}{Q_{L-1}x - p_{L-1}}
\]
If we substitute for \( a'_L \) in (10.12.1), and clear of fractions, we obtain an equation
(10.12.2)
\[ax^2 + bx + c = 0
\]
with integral coefficients. Since \( x \) is irrational, \( b^2 - 4ac \neq 0 \).

The converse of the theorem is also true, but its proof is a little more difficult.

**Theorem 177.** The continued fraction which represents a quadratic surd is periodic.

A quadratic surd satisfies a quadratic equation with integral coefficients, which we may write in the form (10.12.2). If
\[x = [a_0, a_1, \ldots, a_2, \ldots]
\]
then
\[x = \frac{p_{n-1}a'_n + p_{n-2}}{q_{n-1}a'_n + q_{n-2}}
\]
and if we substitute this in (10.12.2) we obtain
(10.12.3)
\[A_n a''_n + B_n a'_n + C_n = 0,
\]
where
\[A_n = a p_{n-1}^2 + b p_{n-1} q_{n-1} + c q_{n-1}^2,
\]
\[B_n = 2 a p_{n-1} p_{n-2} + b (p_{n-1} q_{n-2} + p_{n-2} q_{n-1}) + 2 c q_{n-1} q_{n-2},
\]
\[C_n = a p_{n-2}^2 + b p_{n-2} q_{n-2} + c q_{n-2}^2.
\]
If
\[ A_n = a p_{n-1}^2 + b p_{n-1} q_{n-1} + c q_{n-1}^2 = 0, \]
then (10.12.2) has the rational root \( p_{n-1}/q_{n-1} \), and this is impossible because \( x \) is irrational. Hence \( A \neq 0 \) and
\[
A_n y^2 + B_n y + C = 0
\]
is an equation one of whose roots is \( a'_n \). A little calculation shows that
\[
B_n^2 - 4 A_n C_n = (b^2 - 4ac)(p_{n-1} q_{n-2} - p_{n-2} q_{n-1})^2
\]
\[
= b^2 - 4ac.
\]
By Theorem 17,1,
\[
p_{n-1} = xq_{n-1} + \frac{\delta_{n-1}}{q_{n-1}} (IL < 1).\]
Hence
\[
A_n = a \left( xq_{n-1} + \frac{\delta_{n-1}}{q_{n-1}} \right)^2 + b q_{n-1} \left( xq_{n-1} + \frac{\delta_{n-1}}{q_{n-1}} \right) + c q_{n-1}^2
\]
\[
= (ax^2 + bx + c)q_{n-1} + 2ax\delta_{n-1} + a\frac{\delta_{n-1}^2}{q_{n-1}} + b\delta_{n-1}
\]
\[
= 2ax\delta_{n-1} + a\frac{\delta_{n-1}^2}{q_{n-1}} + b\delta_{n-1},
\]
and
\[
|A_n| < 2|ax| + |a| + |b|.
\]
Next, since \( C_n = A_{n-1} \),
\[
|C_n| < 2|ax| + |a| + |b|.
\]
Finally, by (10.12.4),
\[
B_n^2 \leq 4|A_n C_n| + |b^2 - 4ac|
\]
\[
< 4(2|ax| + |a| + |b|)^2 + |b^2 - 4ac|.
\]
Hence the absolute values of \( A_n, B_n, \) and \( C_n \) are less than numbers independent of \( n \).

It follows that there are only a finite number of different triplets \((A_n, B_n, C_n)\); and we can find a triplet \((A, B, C)\) which occurs at least three times, say: as \((A_n, B_{n_1}, C_{n_1})\), \((A_{n_2}, B_{n_2}, C_{n_2})\), and \((A_{n_3}, B_{n_3}, C_{n_3})\). Hence \( a'_{n_1}, a'_{n_2}, a'_{n_3} \) are all roots of
\[
Ay^2 + By + C = 0,
\]
and at least two of them must be equal. But if, for example, \( a'_{n_1} = a'_{n_2} \), then
\[
a_{n_2} = a_{n_1}, \quad a_{n_2 + 1} = a_{n_1 + 1}, \ldots,
\]
and the continued fraction is periodic.
10.13. Some special quadratic surds. It is easy to find the continued fraction for a special surd such as $\sqrt{2}$ or $\sqrt{3}$ by carrying out the algorithm of § 10.6 until it recurs. Thus

$$\sqrt{2} = 1 + (\sqrt{2} - 1) = 1 + \frac{1}{\sqrt{2} + 1} = 1 + \frac{1}{2 + (\sqrt{2} - 1)}$$

$$= 1 + \frac{1}{2 + \frac{1}{\sqrt{2} + 1}} = 1 + \frac{1}{2 + \frac{1}{2 + \ldots}} = [1,ir\ldots]$$

and, similarly,

$$\sqrt{3} = 1 + \frac{1}{1 + \frac{1}{2 + \frac{1}{2 + \ldots}}} = [1,1,2],$$

$$\sqrt{5} = 2 + \frac{1}{4 + \frac{1}{4 + \ldots}} = [2,4],$$

$$\sqrt{7} = 2 + \frac{1}{1 + \frac{1}{1 + \frac{1}{4 + \ldots}}} = [2,i,1,1,4].$$

But the most interesting special continued fractions are not usually 'pure' surds.

A particular simple type is

$$x = b + \frac{1}{a + \frac{1}{b + \frac{1}{a + \ldots}}} = [b,\hat{a}],$$

where a) $b$, so that $b = ac$, where $c$ is an integer. In this case

$$x = b + \frac{1}{a + \frac{1}{a + x}} = \frac{(ab+1)x+b}{ax+1},$$

$$x^2 - bx - c = 0,$$

$$x = \frac{1}{2}(b + \sqrt{(b^2 + 4c)}).$$

In particular

$$\alpha = 1 + \frac{1}{1 + \frac{1}{1 + \ldots}} = [i] = \frac{\sqrt{5} + 1}{2},$$

$$\beta = 2 + \frac{1}{2 + \frac{1}{2 + \ldots}} = [2] = \sqrt{2} + 1,$$

$$\gamma = 2 + \frac{1}{1 + \frac{1}{a + \ldots}} = [2,1] = \sqrt{3} + 1.$$
It is easy to find a general formula for the convergents to (10.13.5).

**Theorem 178.** The \((n+1)\)th convergent to (10.13.5) is given by

\[
\begin{align*}
p_n &= c^{-[(n+1)]}u_{n+2}, \\
q_n &= c^{-[(n+1)]}w_{n+1},
\end{align*}
\]  

where

\[
u_n = \frac{x^n - y^n}{x - y}
\]

and \(x\) and \(y\) are the roots of (10.13.6).

In the first place

\[
q_0 = 1 = u_1, \quad q_1 = a = \frac{b}{c} = \frac{x+y}{c} = \frac{u_2}{c},
\]

\[
p_0 = b = x+y = u_2, \quad p_1 = ab+1 = \frac{b^2+c}{c} = \frac{(x+y)^2-xy}{c} = \frac{u_3}{c},
\]

so that the formulae (10.13.11) are true for \(n = 0\) and \(n = 1\). We prove the general formulae by induction.

We have to prove that

\[
p_n = c^{-[(n+1)]}w_{nt2} = w_{n+2},
\]

say. Now \(x^{n+2} = bx^{n+1} + cx^n\), \(y^{n+2} = by^{n+1} + cy^n\), and so

\[
u_{n+2} = bu_{n+1} + cu_n.
\]

But

\[
u_{2m+2} = c^m w_{2m+2}, \quad u_{2m+1} = c^m w_{2m+1}.
\]

Substituting into (10.13.13), and distinguishing the cases of even and odd \(n\), we find that

\[
w_{2m+2} = bw_{2m+1} + w_{2m}, \quad w_{2m+1} = aw_{2m} + w_{2m-1}.
\]

Hence \(w_{n+2}\) satisfies the same recurrence formulae as \(p_n\), and so \(p_n = w_{n+2}\). Similarly we prove that \(q_n = w_{n+1}\).

The argument is naturally a little simpler when \(a = b, c = 1\). In this case \(p_n\) and \(q_n\) satisfy

\[
u_{nt2} = bu_{n+1} + u_n
\]

and are of the form

\[Ax^n + By^n,
\]

where \(A\) and \(B\) are independent of \(n\) and may be determined from the values of the first two convergents, We thus find that

\[
p_n = \frac{x^{n+2} - y^{nt2}}{x - y}, \quad q_n = \frac{x^{n+1} - y^{n+1}}{x - y},
\]

in agreement with Theorem 178.

\(^\dagger\) The power of \(c\) is \(c^{-m}\) when \(n \equiv 2m\) and \(c^{-m-1}\) when \(n = 2m + 1\).
10.14. The series of Fibonacci and Lucas. In the special case $a = b = 1$ we have

\[ x = \frac{\sqrt{5} + 1}{2}, \quad y = -\frac{1}{x} = -\frac{\sqrt{5} - 1}{2}, \]

so

\[ p_n = u_{n+2} - yu_{n+1} = \frac{x^{n+2} - y^{n+2}}{\sqrt{5}}, \quad q_n = u_{n+1} = \frac{x^{n+1} - y^{n+1}}{\sqrt{5}}. \]

The series \((u_n)\) or

\[ 1, 1, 2, 3, 5, 8, 13, 21, \ldots \]

in which the first two terms are \(u_1\) and \(u_2\), and each term after is the sum of the two preceding, is usually called Fibonacci's series. There are, of course, similar series with other initial terms, the most interesting being the series \((v_n)\) or

\[ 1, 3, 4, 7, 11, 18, 29, 47, \ldots \]

defined by

\[ v_n = x^n + y^n. \]

Such series have been studied in great detail by Lucas and later writers, in particular D. H. Lehmer, and have very interesting arithmetical properties. We shall come across the series \((10.14.3)\) again in Ch. XV in connexion with the Mersenne numbers.

We note here some arithmetical properties of these series, and particularly of \((10.14.2)\).

**Theorem 179.** The numbers \(u_n\) and \(v_n\) defined by \((10.14.2)\) and \((10.14.3)\) have the following properties:

(i) \((u_n, u_{n+1}) = 1, \quad (v_n, v_{n+1}) = 1;\)

(ii) \(u_n\) and \(v_n\) are both odd or both even, and

\[ (u_n, v_n) = 1, \quad (u_n, v_n) = 2 \]

in these two cases;

(iii) \(u_n | u_{rn}\) for every \(r;\)

(iv) if \((m, n) = d\) then

\[ (u_m, u_n) = u_d, \]

and, in particular, \(u_m\) and \(u_n\) are coprime if \(m\) and \(n\) are coprime;

(v) if \((m, n) = 1,\) then

\[ u_m u_n | u_{mn}. \]

It is convenient to regard \((10.13.12)\) and \((10.14.4)\) as defining \(u_n\) and \(v_n\) for all integral \(n\). Then

\[ u_0 = 0, \quad v_0 = 2 \]

and

\[ u_{-n} = -(xy)^{-n} u_n = (-1)^{n-1} u_n, \quad v_{-n} = (-1)^n v_n. \]
We can verify at once that

\[2u_{m+n} = u_m v_n + u_n v_m,\]

\[v_n^2 - 5u_n^2 = (-1)^n 4,\]

\[u_{n-1} u_{n+1} = (-1)^{n-1},\]

\[v_{n-1} v_{n+1} = (-1)^n 5.\]

Proceeding to the proof of the theorem, we observe first that (i) follows from the recurrence formulae, or from (10.14.8), (10.14.9), and (10.14.7), and (ii) from (10.14.7).

Next, suppose (iii) true for \( r = 1, 2, \ldots, \text{R-l.} \) By (10.14.6),

\[2u_{Rn} = u_n v_{(R-1)n} + u_{R} v_n.\]

If \( u_n \) is odd, then \( u_n \) and \( 2u_{Rn} \) and so \( u_n u_{Rn}. \) If \( u_n \) is even, then \( v_n \) is even by (ii), \( u_{(R-1)n} \) by hypothesis, and \( v_{(R-1)n} \) by (ii). Hence we may write

\[u_{Rn} = u_n \cdot \frac{1}{2} v_{(R-1)n} + u_{(R-1)n} \cdot \frac{1}{2} v_n,\]

and again \( u_n u_{Rn}. \)

This proves (iii) for all positive \( r. \) The formulae (10.14.5) then show that it is also true for negative \( r. \)

To prove (iv) we observe that, if \( (m, n) = \mathrm{cl}, \) there are integers \( r, s \) (positive or negative) for which

\[rm + sn = d,\]

and that

\[2u_d = u_{rm} v_{sn} + u_{sn} v_{rm},\]

by (10.14.6). Hence, if \( (u_m, u_n) = h, \) we have

\[h \mid u_m, h \mid u_n \rightarrow h \mid u_{rm}, h \mid u_{sn} \rightarrow h \mid 2u_d.\]

If \( h \) is odd, \( h u_d. \) If \( h \) is even, then \( u_m \) and \( u_n \) are even, and so \( u_{rm}, u_{sn}, v_{rm}, v_{sn} \) are all even, by (ii) and (iii). We may therefore write (10.14.10) as

\[u_d = u_{rm} \left( \frac{1}{2} v_{sn} \right) + u_{sn} \left( \frac{1}{2} v_{rm} \right),\]

and it follows as before that \( h u_d. \) Thus \( h u_d \) in any case. Also \( u_d u_n, u_d u_n, \) by (iii), and so

\[u_d = u_d = (u_m, u_n) = h.\]

Hence

\[h = u_d,\]

which is (iv).

Finally, if \( (m, n) = 1, \) we have

\[u_m u_{mn}, u_n u_{mn}\]

by (iii), and \( (u_m, u_n) = 1 \) by (iv). Hence

\[u_m u_n u_{mn}.\]
In particular it follows from (iii) that \( u_m \) can be prime only when \( m \) is 4 (when \( u_4 = 3 \)) or an odd prime \( p \). But \( u_p \) is not necessarily prime:

\[
u_{53} = 53316291173 = 953.55945741.
\]

**Theorem 180.** Every prime \( p \) divides some Fibonacci number (and therefore an infinity of the numbers). In particular

\[
u_{p-1} \equiv 0 \pmod{p}, \quad \text{if } p = 5m \pm 1, \quad \text{and} \quad u_{p+1} \equiv 0 \pmod{p}, \quad \text{if } p = 5m \pm 2.
\]

Since \( u_3 = 2 \) and \( u_5 = 5 \), we may suppose that \( p \neq 2, p \neq 5 \). It follows from (10.13.12) and (10.14.1) that

\[
2^{n-1} u_n = n + \left( \begin{array}{c} n \\ 3 \end{array} \right) 5 + \left( \begin{array}{c} n \\ 5 \end{array} \right) 5^2 + \ldots,
\]

where the last term is \( 5^k(n-1) \) if \( n \) is odd and \( n \cdot 5^{k-1} \) if \( n \) is even. If \( n = p \) then

\[
2^{p-1} \equiv 1, \quad 5^{k(p-1)} \equiv \frac{5}{0} \pmod{p},
\]

by Theorems 71 and 83; and the binomial coefficients are all divisible by \( p \), except the last which is 1. Hence

\[
u_p \equiv \frac{5}{0} = \pm 1 \pmod{p}
\]

and therefore, by (10.14.8),

\[
u_{p-1} u_{p+1} \equiv 0 \pmod{p}.
\]

Also \( (p-1,p+1) = 2 \), and so

\[
(u_{p-1}, u_{p+1}) = u_2 = 1,
\]

by Theorem 179 (iv). Hence one and only one of \( u_{p-1} \) and \( u_{p+1} \) is divisible by \( p \).

To distinguish the two cases, take \( n = p+1 \) in (10.14.11). Then

\[
2^p u_{p+1} = (p+1) + \left( \begin{array}{c} p+1 \\ 3 \end{array} \right) 5 + \ldots + (p+1) 5^{k(p-1)}.
\]

Here all but the first and last coefficients are divisible by \( p \) and so

\[
2^p u_{p+1} \equiv 1 + \frac{5}{0} \pmod{p}.
\]

Hence \( u_{p+1} \equiv 0 \pmod{p} \) if \( \frac{5}{0} = -1 \), i.e. if \( p \equiv \pm 2 \pmod{5} \), and \( u_{p-1} \equiv 0 \pmod{p} \) in the contrary case.

We shall give another proof of Theorem 180 in § 15.4.

\[
t \left( \begin{array}{c} p+1 \\ y \end{array} \right), \text{where } 3 \leq y \leq p-1, \text{ is an integer, by Theorem 73; the numerator contains } p, \text{ and the denominator does not.}
\]

\[
\dagger \text{By Theorem 97.}
\]
10.15. Approximation by convergents. We conclude this chapter by proving some theorems whose importance will become clearer in Ch. XI.

By Theorem 171, 
\[
\left| \frac{p_n}{q_n} - x \right| < \frac{1}{q_n^2},
\]
so that \( p_n/q_n \) provides a good approximation to \( x \). The theorem which follows shows that \( p_n/q_n \) is the fraction, among all fractions of no greater complexity, i.e. all fractions whose denominator does not exceed \( q_n \), which provides the best approximation.

**Theorem 181.** If \( n > 1, \ 0 < q \leq q_n \), and \( p/q \neq p_n/q_n \), then

\[
(10.15.1) \quad \left| \frac{p_n}{q_n} - x \right| < \left| \frac{p}{q} - x \right|.
\]

This is included in a stronger theorem, viz.

**Theorem 182.** If \( n > 1, \ 0 < q \leq q_n \), and \( p/q \neq p_n/q_n \), then

\[
(10.15.2) \quad \left| \frac{p_n - q_n x}{q_n} \right| < \left| \frac{p}{q} - x \right|.
\]

We may suppose that \((p, q) = 1\). Also, by Theorem 171,

\[
\left| \frac{p_n - q_n x}{q_n} \right| < \left| \frac{p_{n-1} - q_{n-1} x}{q_{n-1}} \right|
\]

and it is sufficient to prove the theorem on the assumption that \( q_{n-1} < q \leq q_n \), the complete theorem then following by induction.

Suppose first that \( q = q_n \). Then

\[
\left| \frac{p_n - p}{q_n} \right| \geq \frac{1}{q_n^2}
\]

if \( p \neq p_n \). But

\[
\left| \frac{p_n - x}{q_n} \right| \leq \frac{1}{q_n q_{n+1}} < \frac{1}{2q_n},
\]

by Theorems 171 and 156; and therefore

\[
\left| \frac{p_n - x}{q_n} \right| < \left| \frac{p}{q} - x \right|,
\]

which is \((10.15.2)\).

Next suppose that \( q_{n-1} < q < q_n \), so that \( p/q \) is not equal to either of \( p_{n-1}/q_{n-1} \) or \( p_n/q_n \). If we write

\[
\mu p_n + \nu p_{n-1} = p, \quad \mu q_n + \nu q_{n-1} = q,
\]

† We state Theorems 181 and 182 for \( n > 1 \) in order to avoid a trivial complication. The proof is valid for \( n = 1 \) unless \( q_2 = q_{n+1} = 2 \), which is possible only if \( a_1 = a_2 = 1 \).

In this case

\[
x = a_0 + \frac{1}{a_1 + \frac{1}{a_2 + \frac{1}{a_3 + \cdots}}}, \quad \frac{p_1}{q_1} = a_0 + 1,
\]

and

\[
a_0 + \frac{1}{2} < x < a_0 + 1
\]

unless the fraction ends at the second 1. If this is not so then \( p_1/q_1 \) is nearer to \( x \) than any other integer. But in the exceptional case \( x = a_0 + \frac{1}{2} \) there are two integers equidistant from \( x \), and \((10.15.1)\) may become an equality.
then
\[ \mu(p_n q_{n-1} - p_{n-1} q_n) = pq_{n-1} - qp_{n-1}, \]
so that
\[ \mu = \pm(pq_{n-1} - qp_{n-1}); \]
and similarly
\[ \nu = \pm(pq - qp_n). \]
Hence \( \mu \) and \( \nu \) are integers and neither is zero.

Since \( q = \mu q_n + \nu q_{n-1} < q_n \), \( \mu \) and \( \nu \) must have opposite signs. By Theorem 17 1,
\[ p_n - q_n x, \quad p_{n-1} - q_{n-1} x \]
have opposite signs. Hence
\[ \mu(p_n - q_n x), \quad \nu(p_{n-1} - q_{n-1} x) \]
have the same sign. But
\[ \mathbf{P} - \mathbf{P}'' = \mu(p_n - q_n x) + \nu(p_{n-1} - q_{n-1} x), \]
and therefore
\[ |p - qx| > |p_{n-1} - q_{n-1} x| > |p_n - q_n x|. \]

Our next theorem gives a refinement on the inequality (10.9.1) of Theorem 17 1.

**Theorem 183.** Of any two consecutive convergents to \( x \), one at least satisfies the inequality
\[ (10.15.3) \quad \left| \frac{p}{q} - x \right| < \frac{1}{2q^2}. \]

Since the convergents are alternately less and greater than \( x \), we have
\[ (10.15.4) \quad \left| \frac{p_{n+1} - p_n}{q_{n+1} - q_n} \right| = \left| \frac{p_n}{q_n} - x \right| + \left| \frac{p_{n+1}}{q_{n+1}} - x \right|. \]

If (10.15.3) were untrue for both \( p_n/q_n \) and \( p_{n+1}/q_{n+1} \), then (10.15.4) would imply
\[ \frac{1}{q_n q_{n+1}} = \left| \frac{p_{n+1} q_n - p_n q_{n+1}}{q_n q_{n+1}} \right| = \left| \frac{p_{n+1}}{q_{n+1}} - \frac{p_n}{q_n} \right| \geq \frac{1}{2q_n^2} + \frac{1}{2q_{n+1}^2}, \]
or
\[ (q_{n+1} - q_n)^2 \leq 0, \]
which is false except in the special case
\[ n = 0, \quad a_1 = 1, \quad q_1 = q_0 = 1. \]

In this case
\[ 0 < \frac{p_1}{q_1} - x = 1 - \frac{1}{1 + \frac{1}{a_2 + \ldots}} < 1 - \frac{a_2}{a_2 + 1} \leq \frac{1}{2}, \]
so that the theorem is still true.

It follows that, when \( x \) is irrational, there are an infinity of convergents \( p_n/q_n \) which satisfy (10.15.3). Our last theorem in this chapter shows that this inequality is characteristic of convergents.
THEOREM 184. If

\[ \frac{p}{q} - x \left| < \frac{1}{2q^2}, \right. \]

then \( p/q \) is a convergent.

If (10.15.5) is true, then

\[ \frac{p}{q} - x = \frac{\epsilon \theta}{q^2}, \]

where \( \epsilon = \pm 1, \quad 0 < \theta < \frac{1}{2}. \)

We can express \( p/q \) as a finite continued fraction

\[ [a_0, a_1, ..., a_n]; \]

and since, by Theorem 158, we can make \( n \) odd or even at our discretion, we may suppose that

\[ \epsilon = (-1)^{n-1}. \]

We write

\[ x = \frac{\omega p_n + p_{n-1}}{\omega q_n + q_{n-1}}, \]

where \( p_n/q_n, p_{n-1}/q_{n-1} \) are the last and the last but one convergents to the continued fraction for \( p/q \). Then

\[ \frac{\epsilon \theta}{q_n} = \frac{x_n - x}{q_n} = \frac{p_n q_{n-1} - p_{n-1} q_n}{q_n (\omega q_n + q_{n-1})} = \frac{(-1)^{n-1}}{q_n (\omega q_n + q_{n-1})}, \]

and so

\[ \frac{q_n}{\omega q_n + q_{n-1}} = \theta, \]

Hence

\[ \omega = \frac{1}{\theta - \frac{r_{n-1}}{q_n}} > 1 \]

(since \( 0 < \theta < \frac{1}{2} \)); and so, by Theorem 172, \( p_{n-1}/q_{n-1} \) and \( p_n/q_n \) are consecutive convergents to \( x \). But \( p_n/q_n = p/q \).

NOTES ON CHAPTER X

§ 10.1. The best and most complete account of the theory of continued fractions is that in Perron’s Kettenbrüche; and many proofs in this and the next chapter are modelled on those given in this book or in the same writer’s Irrationalzahlen. The only extended treatment of the subject in English is in Chrystal’s Algebra, ii. Perron gives full references to the history of the subject.

§ 10.12. Theorem 177 is Lagrange’s most famous contribution to the theory. The proof given here (Perron, Kettenbrüche, 77) is due to Charves.

XI

APPROXIMATION OF IRRATIONALS BY RATIONALS

11.1. Statement of the problem. The problem considered in this chapter is that of the approximation of a given number \( \xi \), usually irrational, by a rational fraction

\[
r = \frac{p}{q}.
\]

We suppose throughout that \( 0 < \xi < 1 \) and that \( p/q \) is irreducible.†

Since the rationals are dense in the continuum, there are rationals as near as we please to any \( \xi \). Given \( \xi \) and any positive number \( \epsilon \), there is an \( r = p/q \) such that

\[
|r - \xi| = \left| \frac{p}{q} - \xi \right| \leq \epsilon;
\]

any number can be approximated by a rational with any assigned degree of accuracy. We ask now how simply or, what is essentially the same thing, how rapidly can we approximate to \( \xi \)? Given \( \xi \) and \( \epsilon \), how complex must \( p/q \) be (i.e. how large \( q \)) to secure an approximation with the measure of accuracy \( \epsilon \)? Given \( \xi \) and \( q \), or some upper bound for \( q \), how small can we make \( \epsilon \)?

We have already done something to answer these questions. We proved, for example, in Ch. III (Theorem 36) that, given \( \xi \) and \( n \),

\[
\exists p, q . \ 0 < q \leq n . \left| \frac{p}{q} - \xi \right| \leq \frac{1}{q(n+1)},
\]

and a fortiori

\[
(11.1.1) \quad \left| \frac{p}{q} - \xi \right| < \frac{1}{q^2};
\]

and in Ch. X we proved a number of similar theorems by the use of continued fractions. † The inequality (11.1.1), or stronger inequalities of the same type, will recur continually throughout this chapter.

When we consider (11.1.1) more closely, we find at once that we must distinguish two cases.

(1) \( \xi \) is a rational \( a/b \). If \( r \neq \xi \), then

\[
(11.1.2) \quad |r - \xi| = \left| \frac{p}{q} - \frac{a}{b} \right| = \left| \frac{bp - aq}{bq} \right| > \frac{1}{bq},
\]

so that (11.1.1) involves \( q < b \). There are therefore only a finite number of solutions of (11.1.1).

† Except in § 11.12. †† See Theorems 171 and 183.
(2) \( \xi \) is irrational. Then there are an infinity of solutions of (11.1.1). For, if \( \frac{p_n}{q_n} \) is any one of the convergents to the continued fraction to \( \xi \), then, by Theorem 171,

\[
\left| \frac{p_n}{q_n} - \xi \right| < \frac{1}{q_n^2},
\]

and \( \frac{p_n}{q_n} \) is a solution.

**Theorem 185.** If \( \xi \) is irrational, then there is an infinity of fractions \( \frac{p}{q} \) which satisfy (11.1.1).

In § 11.3 we shall give an alternative proof, independent of the theory of continued fractions.

11.2. Generalities concerning the problem. We can regard our problem from two different points of view. We suppose \( \xi \) irrational.

(1) We may think first of \( \varepsilon \). Given \( \xi \), for what functions

\[
\Phi = \Phi\left(\xi, \frac{1}{\varepsilon}\right)
\]

is it true that

\[(11.2.1) \quad \exists \ p, q \cdot q \leq \Phi \cdot \left| \frac{p}{q} - \xi \right| \leq \varepsilon,
\]

for the given \( \xi \) and every positive \( \varepsilon \)? Or for what functions

\[
\Phi = \Phi\left(\frac{1}{\varepsilon}\right),
\]

independent of \( \xi \), is (11.2.1) true for every \( \xi \) and every positive \( \varepsilon \)? It is plain that any \( \Phi \) with these properties must tend to infinity when \( \varepsilon \) tends to zero, but the more slowly it does so the better.

There are certainly sotie functions \( \Phi \) which have the properties required. Thus we may take

\[
\Phi = \left\lfloor \frac{1}{2\varepsilon} \right\rfloor + 1,
\]

and \( q = \Phi \). There is then a \( p \) for which

\[
\left| \frac{p}{q} - \xi \right| \leq \frac{1}{2q} < \varepsilon,
\]

and so this \( \Phi \) satisfies our requirements. The problem remains of finding, if possible, more advantageous forms of \( \Phi \).

(2) We may think first of \( q \). Given \( \xi \), for what functions

\[
\phi = \phi(\xi, q),
\]
tending to infinity with \( q \), is it true that
\[
\exists p, \quad \left| \frac{p}{q} - \xi \right| \leq \frac{1}{\phi}.
\]

Or for what functions \( \phi = \phi(q) \), independent of \( \xi \), is (112.2) true for every \( \xi \)? Here, naturally, the larger \( \phi \) the better. If we put the question in its second and stronger form, it is substantially the same as the second form of question (1). If \( \phi \) is the function inverse to \( \Phi \), it is substantially the same thing to assert that (112.1) is true (with \( \Phi \) independent of \( \xi \)) or that (112.2) is true for all \( \xi \) and \( q \).

These questions, however, are not the questions most interesting to us now. We are not so much interested in approximations to \( \xi \) with an arbitrary denominator \( q \), as in approximations with an appropriately selected \( q \). For example, there is no great interest in approximations to \( \pi \) with denominator 11: what is interesting is that two particular denominators, 7 and 113, give the very striking approximations \( \frac{22}{7} \) and \( \frac{355}{113} \). We should ask, not how closely we can approximate to \( \xi \) with an arbitrary \( q \), but how closely we can approximate for an infinity of values of \( q \).

We shall therefore be occupied, throughout the rest of this chapter, with the following problem: for what \( \phi = \phi(\xi, q) \), or \( \phi = \phi(q) \), is it true, for a given \( \xi \), or for all \( \xi \), or for all \( \xi \) of some interesting class, that
\[
\left| \frac{p}{q} - \xi \right| \leq \frac{1}{\phi}
\]
for an infinity of \( q \) and appropriate \( p \)? We know already, after Theorem 171, that we can take \( \phi = q^2 \) for all irrational \( \xi \).

11.3. An argument of Dirichlet. In this section we prove Theorem 185 by a method independent of the theory of continued fractions. The method gives nothing new, but is of great importance because it can be extended to multi-dimensional problems.†

We have already defined \([x]\), the greatest integer in \( x \). We define \((x)\) by
\[
(x) = x - [x];
\]
and \( \hat{x} \) as the difference between \( x \) and the nearest integer, with the convention that \( \hat{x} = \frac{1}{2} \) when \( x = n + \frac{1}{2} \). Thus
\[
\left[ \frac{\frac{1}{2}}{2} \right] = 1, \quad \left( \frac{3}{5} \right) = \frac{3}{5}, \quad \hat{\frac{3}{5}} = -\frac{1}{5}.
\]

Suppose \( \xi \) and \( \hat{\xi} \) given. Then the \( Q + 1 \) numbers
\[
0, (\xi), (2\xi), \ldots, (Q\xi)
\]
† See \( \xi \) 11.12.
define \( Q + 1 \) points distributed among the \( Q \) intervals or 'boxes'

\[
\frac{s}{Q} \leq x < \frac{s+1}{Q} \quad (s = 0, 1, ..., Q-1).
\]

There must be one box which contains at least two points, and therefore two numbers \( q_1 \) and \( q_2 \), not greater than \( Q \), such that \( (q_1 \xi) \) and \( (q_2 \xi) \) differ by less than \( 1/Q \). If \( q_2 \) is the greater, and \( q = q_2 - q_1 \), then 0 < \( q \leq Q \) and \( |q\xi| < 1/Q \). There is therefore a \( p \) such that

\[
|q\xi - p| < \frac{1}{Q}.
\]

Hence, taking

\[ Q = \left\lfloor \frac{1}{\varepsilon} \right\rfloor + 1, \]

we obtain

\[ \exists \; p, q : q \leq \left\lfloor \frac{1}{\varepsilon} \right\rfloor + 1, \quad \left| \frac{p}{q} - \xi \right| < \frac{\varepsilon}{q} \]

(which is nearly the same as the result of Theorem 36) and

\[(11.3.1) \quad \left| \frac{p}{q} - \xi \right| < \frac{1}{qQ} \leq \frac{1}{q^2}, \]

which is (11.1.1).

If \( \xi \) is rational, then there is only a finite number of solutions.† We have to prove that there is an infinity when \( \xi \) is irrational. Suppose that

\[
\frac{p_1}{q_1}, \frac{p_2}{q_2}, ..., \frac{p_k}{q_k}
\]

exhaust the solutions. Since \( \xi \) is irrational, there is a \( Q \) such that

\[
\left| \frac{p_s}{q_s} - \xi \right| > \frac{1}{Q} \quad (s = 1, 2, ..., k).
\]

But then the \( p/q \) of (11.3.1) satisfies

\[
\left| \frac{p}{q} - \xi \right| < \frac{1}{qQ} \leq \frac{1}{Q},
\]

and is not one of \( p_s/q_s \); a contradiction. Hence the number of solutions of (11.1.1) is infinite.

Dirichlet’s argument proves that \( q_s \xi \) is nearly an integer, so that \( (q_s \xi) \) is nearly 0 or 1, but does not distinguish between these cases. The argument of § 11.1 gives rather more: for

\[
\frac{p_n}{q_n} - \xi = \frac{(-1)^{n-1}}{q_nq_{n+1}}
\]

is positive or negative according as \( n \) is odd or even, and \( q_n \xi \) is alternately a little less and a little greater than \( p_n \).

† The proof of this in §11.1 was independent of continued fractions.
11.4. Orders of approximation. We shall say that \( \xi \) is approximable by rationals to order \( n \) if there is a \( K(\xi) \), depending only on \( \xi \), for which

\[
\left| \frac{p}{q} - \xi \right| < \frac{K(\xi)}{q^n}
\]

has an infinity of solutions.

We can dismiss the trivial case in which \( \xi \) is rational. If we look back at (11.1.2), and observe that the equation \( bp - aq = 1 \) has an infinity of solutions, we obtain

**Theorem 186.** A rational is approximable to order 1, and to no higher order.

We may therefore suppose \( \xi \) irrational. After Theorem 171, we have

**Theorem 187.** Any irrational is approximable to order 2.

We can go farther when \( \xi \) is a quadratic surd (i.e. the root of a quadratic equation with integral coefficients). We shall sometimes describe such a \( \xi \) as a quadratic irrational, or simply as 'quadratic'.

**Theorem 188.** A quadratic irrational is approximable to order 2 and to no higher order.

The continued fraction for a quadratic \( \xi \) is periodic, by Theorem 177. In particular its quotients are bounded, so that

\[
0 < a, < M,
\]

where \( M \) depends only on \( \xi \). Hence, by (10.5.2),

\[
q_{n+1}' = a_{n+1}'q_n + q_{n-1} < (a_{n+1}' + 1)q_n + q_{n-1} < (M + 2)q_n
\]

and a fortiori \( q_{n+1} < (M + 2)q_n \). Similarly \( q_n < (M + 2)q_{n-1} \).

Suppose now that \( q_{n-1} < q \leq q_n \).

Then \( q_n < (M + 2)q \) and, by Theorem 181,

\[
\left| \frac{p}{q} - \xi \right| \geq \left| \frac{p_n}{q_n} - \xi \right| = \frac{1}{q_n q_{n+1}} > \frac{1}{(M + 2)q^n} > \frac{1}{(M + 2)^3 q^2} > \frac{K}{q^2},
\]

where \( K = (M + 2)^{-3} \); and this proves the theorem.

The negative half of Theorem 188 is a special case of a theorem (Theorem 191) which we shall prove in § 11.7 without the use of continued fractions. This requires some preliminary explanations and some new definitions.
11.5. Algebraic and transcendental numbers. An algebraic number is a number \( x \) which satisfies an algebraic equation, i.e. an equation
\[
a_0 x^n + a_1 x^{n-1} + \ldots + a_n = 0,
\]
where \( a_i \), \( i = 1, \ldots, n \) are integers, not all zero.

A number which is not algebraic is called transcendental.

If \( x = a/b \), then \( bx-a = 0 \), so that any rational \( x \) is algebraic. Any quadratic surd is algebraic; thus \( i = \sqrt{-1} \) is algebraic. But in this chapter we are concerned with real algebraic numbers.

An algebraic number satisfies any number of algebraic equations of different degrees; thus \( x = \sqrt{2} \) satisfies \( x^2-2 = 0 \), \( x^4-4 = 0 \), \ldots. If \( x \) satisfies an algebraic equation of degree \( n \), but none of lower degree, then we say that \( x \) is of degree \( n \). Thus a rational is of degree \( 1 \).

A number is Euclidean if it measures a length which can be constructed, starting from a given unit length, by a Euclidean construction, i.e. a finite construction with ruler and compasses only. Thus \( \sqrt{2} \) is Euclidean. It is plain that we can construct any finite combination of real quadratic surds, such as
\[
\sqrt{(11+2\sqrt{7})-\sqrt{(11-2\sqrt{7})}}
\]
by Euclidean methods. We may describe such a number as of real quadratic type.

Conversely, any Euclidean construction depends upon a series of points defined as intersections of lines and circles. The coordinates of each point in turn are defined by two equations of the types
\[
lx+my+n = 0
\]
or
\[
x^2+y^2+2gx+2fy+c = 0,
\]
where \( l, m, n, g, f, c \) are measures of lengths already constructed; and two such equations define \( x \) and \( y \) as real quadratic combinations of \( l, m, \ldots \). Hence every Euclidean number is of real quadratic type.

The number (11.5.2) is defined by
\[
x = y-z \quad y^2 = 11+2t \quad z^2 = 11-2t \quad t^2 = 7
\]
and we obtain
\[
x^4-44x^2+112 = 0
\]
on eliminating \( y, z, \) and \( t \). Thus \( x \) is algebraic. It is not difficult to prove that any Euclidean number is algebraic, but the proof demands a little knowledge of the general theory of algebraic numbers.†

† In fact any number defined by an equation \( \alpha_0 x^n + \alpha_1 x^{n-1} + \ldots + \alpha_n = 0 \), where \( \alpha_0, \alpha_1, \ldots, \alpha_n \) are algebraic, is algebraic. For the proof see Hecke 66, or Hardy, Pure mathematics (ed. 9, 1944), 39.
11.6. The existence of transcendental numbers. It is not immediately obvious that there are any transcendental numbers, though actually, as we shall see in a moment, almost all real numbers are transcendental.

We may distinguish three different problems. The first is that of proving the existence of transcendental numbers (without necessarily producing a specimen). The second is that of giving an example of a transcendental number by a construction specially designed for the purpose. The third, which is much more difficult, is that of proving that some number given independently, some one of the ‘natural’ numbers of analysis, such as e or π, is transcendental.

We may define the rank of the equation (11.5.1) as

\[ N = n + |a_0| + |a_1| + \ldots + |a_n|. \]

The minimum value of \( N \) is 2. It is plain that there are only a finite number of equations \( E_{N,1}, E_{N,2}, \ldots, E_{N,k_N} \) of rank \( N \). We can arrange the equations in the sequence

\[ E_{2,1}, E_{2,2}, \ldots, E_{2,k_2}, E_{3,1}, E_{3,2}, \ldots, E_{3,k_3}, E_{4,1}, \ldots \]

and so correlate them with the numbers 1, 2, 3, \ldots. Hence the aggregate of equations is enumerable. But every algebraic number corresponds to at least one of these equations, and the number of algebraic numbers corresponding to any equation is finite. Hence

**Theorem 189.** The aggregate of algebraic numbers is enumerable.

In particular, the aggregate of real algebraic numbers has measure zero.

**Theorem 190.** Almost all real numbers are transcendental.

Cantor, who had not the more modern concept of measure, arranged his proof of the existence of transcendental numbers differently. After Theorem 189, it is enough to prove that the continuum \( 0 \leq x < 1 \) is not enumerable. We repreent \( x \) by its decimal

\[ x = \cdot a_1 a_2 a_3 \ldots \]

(9 being excluded, as in § 9.1). Suppose that the continuum is enumerable, as \( x_1, x_2, x_3, \ldots \), and let

\[ x_1 = \cdot a_{11} a_{12} a_{13} \ldots \]
\[ x_2 = \cdot a_{21} a_{22} a_{23} \ldots \]
\[ x_3 = \cdot a_{31} a_{32} a_{33} \ldots \]
\[ \vdots \]

If now we define \( a_n \), by

\[ a_n = a_{nn} \cdot 1 \quad \text{(if } a_{nn} \text{ is neither 8 nor 9)}, \]
\[ a_n = 0 \quad \text{(if } a_{nn} \text{ is 8 or 9)}, \]

then \( a, a_n, a_{nn}, \ldots \), for any \( n \); and \( x \) cannot be any of \( x_1, x_2, \ldots \), since its decimal differs from that of any \( x_n \) in the \( n \)th digit. This is a contradiction.
11.7. Liouville’s theorem and the construction of transcendental numbers. Liouville proved a theorem which enables us to produce as many examples of transcendental numbers as we please. It is the generalization to algebraic numbers of any degree of the negative half of Theorem 188.

Theorem 191. A real algebraic number of degree \( n \) is not approximable to any order greater than \( n \).

An algebraic number \( \xi \) satisfies an equation

\[
f(f) = a_0 \xi^n + a_1 \xi^{n-1} + \ldots + a_n = 0
\]

with integral coefficients. There is a number \( M(\xi) \) such that

\[
|f'(x)| < M \quad (\xi - 1 < x < \xi + 1).
\]

Suppose now that \( p/q \neq \xi \) is an approximation to \( \xi \). We may assume the approximation close enough to ensure that \( p/q \) lies in \((\xi - 1, \xi + 1)\), and is nearer to \( \xi \) than any other root of \( f(x) = 0 \), so that \( f(p/q) \neq 0 \). Then

\[
\left| f\left(\frac{p}{q}\right) \right| = \left| a_0 p^n + a_1 p^{n-1}q + \ldots \right| > \frac{1}{q^n},
\]

since the numerator is a positive integer; and

\[
f\left(\frac{p}{q}\right) = f\left(\frac{p}{q}\right) - f(\xi) = \left(\frac{p}{q} - \xi\right) f'(x),
\]

where \( x \) lies between \( p/q \) and \( \xi \). It follows from (11.7.2) and (11.7.3) that

\[
\left| \frac{p}{q} - \xi \right| = \left| f(p/q) \right| \frac{1}{|f'(x)|} > \frac{1}{Mq^n} = \frac{K}{q^n},
\]

so that \( \xi \) is not approximable to any order higher than \( n \).

The cases \( n = 1 \) and \( n = 2 \) are covered by Theorems 186 and 188. These theorems, of course, included a positive as well as a negative statement.

(a) Suppose, for example, that

\[
\xi = \cdot 110001000... = 10^{-1}! + 10^{-2}! + 10^{-3}! + \ldots,
\]

that \( n > N \), and that \( \xi_n \) is the sum of the first \( n \) terms of the series. Then

\[
\xi_n = \frac{p}{10^n!} = \frac{p}{q},
\]

say. Also

\[
0 < \xi - \frac{p}{q} = \xi - \xi_n = 10^{-(n+1)!} + 10^{-(n+2)!} + \ldots < 2 \cdot 10^{-(n+1)!} < 2q^{-N}.
\]
Hence $\xi$ is not an algebraic number of degree less than $N$. Since $N$ is arbitrary, $\xi$ is transcendental.

(6) Suppose that

$$\xi = \frac{1}{10} + \frac{1}{10^{2^1}} + \frac{1}{10^{3^1}} + \ldots,$$

that $n > N$, and that

$$\frac{p}{q} = \frac{p_n}{q_n},$$

the nth convergent to $\xi$. Then

$$\left| \frac{p}{q} - \xi \right| = \frac{1}{q_n q_{n+1}} < \frac{1}{a_{n+1} q_n^2} < \frac{1}{a_{n+1}^2}.$$

Now $a_{n+1} = 10^{(n+1)!}$ and

$$q_1 < a_1 + 1, \quad \frac{q_{n+1}}{q_n} = \frac{a_{n+1} + q_{n-1}}{q_n} < a_{n+1} + 1 \ (n \geq 1);$$

so that

$$q_n < (a_1 + 1)(a_2 + 1)\ldots(a_n + 1)$$

$$< \left(1 + \frac{1}{10^{2^1}}\right)\ldots\left(1 + \frac{1}{10^{a_n}}\right)$$

$$< 2a_1 a_2 \ldots a_n = 2 \cdot 10^{2^1 + \ldots + 1} < 10^{a_n} = a_n^2,$$

$$\left| \frac{p}{q} - \xi \right| < \frac{1}{a_{n+1}} = \frac{1}{a_n} < \frac{1}{2a_n} < \frac{1}{q_n^2} < \frac{1}{q_n^N}.$$

We conclude, as before, that $\xi$ is transcendental.

**Theorem 192.** The numbers

$$\xi = 10^{-1^1} + 10^{-2^1} + 10^{-3^1} + \ldots$$

and

$$\xi = \frac{1}{10^{1^1}} + \frac{1}{10^{2^1}} + \frac{1}{10^{3^1}} + \ldots$$

are transcendental.

It is plain that we could replace 10 by other integers, and vary the construction in many other ways. The general principle of the construction is simply that a number defined by a sufficiently rapid sequence of rational approximations is necessarily transcendental. It is the simplest irrational, such as $\sqrt{2}$ or $\frac{1}{2}(\sqrt{5} - 1)$, which are the least rapidly approximable.

It is much more difficult to prove that a number given ‘naturally’ is transcendental. We shall prove $e$ and $\pi$ transcendental in §§ 11.13-14. Few classes of transcendental numbers are known even now. These classes include, for example, the numbers

$$e, \pi, \sin 1, J_0(1), \log 2, \frac{\log 3}{\log 2}, e^\pi, 2^{\sqrt{2}}.$$
but not \(2^e, \, 2^\pi, \, \pi^e\), or Euler's constant \(\gamma\). It has never been proved even that any of these last numbers are irrational.

### 11.8. The measure of the closest approximations to an arbitrary irrational

We know that every irrational has an infinity of approximations satisfying (11.1.1), and indeed, after Theorem 183 of Ch. X, of rather better approximations. We know also that an algebraic number, which is an irrational of a comparatively simple type, cannot be 'too rapidly' approximable, while the transcendental numbers of Theorem 192 have approximations of abnormal rapidity.

The best approximations to \(\xi\) are given, after Theorem 181, by the convergents \(p_n/q_n\) of the continued fraction for \(\xi\); and

\[
\frac{p_n}{q_n} - \xi = \frac{1}{q_n \cdot q_{n+1}} < \frac{1}{a_{n+1} q_n^2},
\]

so that we get a particularly good approximation when \(a_{n+1}\) is large. It is plain that, to put the matter roughly, \(\xi\) will or will not be rapidly approximable according as its continued fraction does or does not contain a sequence of rapidly increasing quotients. The second \(\xi\) of Theorem 192, whose quotients increase with great rapidity, is a particularly instructive example.

One may say, again very roughly, that the structure of the continued fraction for \(\xi\) affords a measure of the 'simplicity' or 'complexity' of \(\xi\). Thus the second \(\xi\) of Theorem 192 is a 'complicated' number. On the other hand, if \(a\), behaves regularly, and \(a\) does not become too large, then \(\xi\) may reasonably be regarded as a 'simple' number; and in this case the rational approximations to \(\xi\) cannot be too good. From the point of view of rational approximation, \(\xi\) is the simplest number.

The 'simplest' of all irrationals, from this point of view, is the number

\[
\xi = \frac{1}{2}(\sqrt{5} - 1) = \frac{1}{1 + \frac{1}{1 + \frac{1}{1 + \ldots}}},
\]

in which every \(a\), has the smallest possible value. The convergents to this fraction are

\[
\frac{0}{1}, \frac{1}{1}, \frac{1}{2}, \frac{2}{3}, \frac{3}{5}, \frac{5}{8}, \ldots
\]

so that \(q_{n-1} = p_n\) and

\[
\frac{q_{n-1}}{q_n} = \frac{p_n}{q_n} \to \xi.
\]

Hence

\[
\left| \frac{p_n}{q_n} - \xi \right| = \frac{1}{q_n \cdot q_{n+1}} = \frac{1}{q_n \cdot \left(1 + \frac{1}{1 + \frac{1}{1 + \ldots}}\right)}
\]

\[
= \frac{1}{q_n^2} \left(1 + \frac{1}{1 + \frac{q_{n-1}}{q_n}}\right)^{-1} \sim \frac{1}{q_n^2} \frac{1}{1 + 2\xi} = \frac{1}{q_n^2 \sqrt{5}}
\]

when \(n \to \infty\).
These considerations suggest the truth of the following theorem.

**Theorem 193.** Any irrational \( \xi \) has an infinity of approximations which satisfy

\[
\left| \frac{p}{q} - \xi \right| < \frac{1}{q^2 \sqrt{5}}.
\]

(11.8.2)

The proof of this theorem requires some further analysis of the approximations given by the convergents to the continued fraction. This we give in the next section, but we prove first a complement to the theorem which shows that it is in a certain sense a 'best possible' theorem.

**Theorem 194.** In Theorem 193, the number \( \sqrt{5} \) is the best possible number: the theorem would become false if any larger number were substituted for \( \sqrt{5} \).

It is enough to show that, if \( A > \sqrt{5} \), and \( \xi \) is the particular number (11.8.1), then the inequality

\[
\left| \frac{p}{q} - \xi \right| < \frac{1}{AQ^2}
\]

has only a finite number of solutions.

Suppose the contrary. Then there are infinitely many \( q \) and \( p \) such that

\[
\xi = \frac{p}{q} + \frac{\delta}{q^2}, \quad |\delta| < \frac{1}{A} < \frac{1}{\sqrt{5}}.
\]

Hence

\[
\frac{\delta}{q} = q\xi - p, \quad \frac{\delta}{q} - \frac{1}{2}q\sqrt{5} = -\frac{1}{2}q - p,
\]

\[
\frac{\delta^2}{q^2} - \delta\sqrt{5} = (\frac{1}{2}q + p)^2 - \frac{5}{4}q^2 = p^2 + pq - q^2.
\]

The left-hand side is numerically less than 1 when \( q \) is large, while the right-hand side is integral. Hence \( p^2 + pq - q^2 = 0 \) or \( (2p + q)^2 = 5q^2 \), which is plainly impossible.

**11.9. Another theorem concerning the convergents to a continued fraction.** Our main object in this section is to prove

**Theorem 195.** Of any three consecutive convergents to \( \xi \), one at least satisfies (11.8.2).

This theorem should be compared with Theorem 183 of Ch. X.

We write

\[
(11.9.1) \quad \frac{q_{n+1}}{q_n} = b_{n+1}.
\]
Then \[
\left| \frac{p_n - q_n \xi}{q_n} \right| = \frac{1}{q_n q_{n+1}} \leq \frac{1}{q_n^2 a_{n+1} + b_{n+1}};
\]
and it is enough to prove that
\[
(11.9.2) \quad a_i' + b_i \leq \sqrt{5}
\]
cannot be true for the three values \( n-1, n, n+1 \) of \( i \).

Suppose that (11.92) is true for \( i = n-1 \) and \( i = n \). We have
\[
a_{n-1}' = a_{n-1} + \frac{1}{a_n'}
\]
and
\[
(11.9.3) \quad \frac{1}{b_n} = \frac{q_{n-1}}{q_n} = a_{n-1} + b_{n-1}.
\]
Hence
\[
\frac{1}{a_n} + \frac{1}{b_n} = a_{n-1}' + b_{n-1} \leq \sqrt{5},
\]
and
\[
1 = a_n' \frac{1}{a_n} \leq (\sqrt{5} - b_n) \left( \sqrt{5} - \frac{1}{b_n} \right)
\]
or
\[
b_n + \frac{1}{b_n^4} \leq \sqrt{5}.
\]
Equality is excluded, since \( b_n \) is rational, and \( b_n < 1 \). Hence
\[
b_n^2 - b_n \sqrt{5} + 1 < 0, \quad (\frac{1}{2} \sqrt{5} - b_n)^2 < \frac{1}{4},
\]
(11.9.4)
\[
b_n > \frac{1}{2} (\sqrt{5} - 1).
\]
If (11.9.2) were true also for \( i = n+1 \), we could prove similarly that
\[
(11.9.5) \quad b_{n+1} > \frac{1}{2} (\sqrt{5} - 1);
\]
and (11.9.3),\( ^{\dagger} \)(11.9.4), and (11.9.6) would give
\[
a_n = \frac{1}{b_{n+1}} - b_n < \frac{1}{2} (\sqrt{5} + 1) - \frac{1}{2} (\sqrt{5} - 1) = 1,
\]
a contradiction. This proves Theorem 195, and Theorem 193 is a corollary.

11.10. Continued fractions with bounded quotients. The number \( \sqrt{5} \) has a special status, in Theorems 193 and 195, which depends upon the particular properties of the number (11.8.1). For this \( \xi \), every \( a \), is 1; for a \( \xi \) equivalent to this one, in the sense of § 10.11, every \( a \), from a certain point is 1; but, for any other \( \xi \), \( a \), is at least 2 for infinitely many \( n \). It is natural to suppose that, if we excluded \( \xi \) equivalent to (11.8.1), the \( \sqrt{5} \) of Theorem 193 could be replaced by some larger

\[\dagger\] With \( n+1 \) for \( n \).
number; and this is actually true. Any irrational \( \xi \) not equivalent to (11.8.1) has an infinity of rational approximations for which
\[
\frac{|p - q\xi|}{q^2} < \frac{1}{2q^2\sqrt{2}}.
\]
There are other numbers besides \( \sqrt{5} \) and \( 2\sqrt{2} \) which play a special part in problems of this character, but we cannot discuss these problems further here.

If \( a \), is not bounded, i.e. if
\[
(11.10.1) \quad \lim_{n \to \infty} a_n = \infty,
\]
then \( q_{n+1}/q_n \) assumes arbitrarily large values, and
\[
(11.10.2) \quad \frac{|p - q\xi|}{q^2} < \frac{\epsilon}{q^2}
\]
for every positive \( \epsilon \) and an infinity of \( p \) and \( q \). Our next theorem shows that this is the general case, since (11.10.1) is true for ‘almost all’ \( \xi \) in the sense of § 9.10.

**Theorem 196.** \( a \), is unbounded for almost all \( \xi \); the set of all for which \( a \), is bounded is null.

We may confine our attention to \( \xi \) of \( (0, 1) \), so that \( a \), = 0, and to irrational \( \xi \), since the set of rationals is null. It is enough to show that the set \( F_k \) of irrational \( \xi \) for which
\[
(11.10.3) \quad a_n \leq k
\]
is null; for the set for which \( a \), is bounded is the sum of \( F_1, F_2, F_3, \ldots \).

We denote by \( E_{a_1, a_2, \ldots, a_n} \), the set of irrational \( \xi \) for which the first \( n \) quotients have given values \( a_1, a_2, \ldots, a_n \). The set \( E_{a_1} \) lies in the interval
\[
\frac{1}{a_1 + 1} \leq \frac{1}{a_1},
\]
which we call \( I_{a_1} \). The set \( E_{a_1, a_2} \) lies in
\[
\frac{1}{a_1 + a_2} \leq \frac{1}{a_1 + a_2 + 1},
\]
which we call \( I_{a_1, a_2} \). Generally, \( E_{a_1, a_2, \ldots, a_n} \) lies in the interval \( I_{a_1, a_2, \ldots, a_n} \) whose end points are
\[
[a_1, a_2, \ldots, a_{n-1}, a_n + 1], \quad [a_1, a_2, \ldots, a_{n-1}, a_n]
\]
(the first being the left-hand end point when \( n \) is odd). The intervals corresponding to different sets \( a_1, a_2, \ldots, a_n \), are mutually exclusive.
(except that they may have end points in common), the choice of \( a_{n+1} \) dividing up \( I_{a_1, a_2, \ldots, a_n} \) into exclusive intervals. Thus \( I_{a_1, a_2, \ldots, a_n} \) is the sum of

\[
I_{a_1, a_2, \ldots, a_n, 1} \quad I_{a_1, a_2, \ldots, a_n, 2} \ldots
\]

The end points of \( I_{a_1, a_2, \ldots, a_n} \) can also be expressed as

\[
\frac{(a_n+1)p_{n-1} + p_{n-2}}{(a_n+1)q_{n-1} + q_{n-2}} \quad \frac{a_np_{n-1} + p_{n-2}}{a_nq_{n-1} + q_{n-2}}
\]

and its length (for which we use the same symbol as for the interval) is

\[
\frac{1}{(a_n+1)q_{n-1} + q_{n-2}} \frac{1}{a_nq_{n-1} + q_{n-2}} = \frac{1}{(q_n + q_{n-1})q_n}.
\]

Thus

\[
I_{a_1} = \frac{1}{(a_1+1)a_1}.
\]

We denote by

\[
E_{a_1, a_2, \ldots, a_n} \quad k
\]

the sub-set of \( E_{a_1, a_2, \ldots, a_n} \) for which \( a_{n+1} \leq k \). The set is the sum of

\[
E_{a_1, a_2, \ldots, a_n, 1} \quad (a_{n+1} = 1, 2, \ldots, k).
\]

The last set lies in the interval \( I_{a_1, a_2, \ldots, a_n, a_{n+1}} \), whose end points are

\[
[a_1, a_2, \ldots, a_n, a_{n+1} + 1] \quad [a_1, a_2, \ldots, a_n, a_{n+1}];
\]

and so \( E_{a_1, a_2, \ldots, a_n; k} \) lies in the interval \( I_{a_1, a_2, \ldots, a_n; k} \) whose end points are

\[
[a_1, a_2, \ldots, a_n, k + 1] \quad [a_1, a_2, \ldots, a_n, 1],
\]

or

\[
\frac{(k+1)p_{n-1} + p_n}{(k+1)q_n + q_{n-1}} \quad \frac{p_{n-1} + p_n}{q_n + q_{n-1}}.
\]

The length of \( I_{a_1, a_2, \ldots, a_n; k} \) is

\[
\frac{k}{(k+1)q_n + q_{n-1}}
\]

and

\[
(11.10.4) \quad \frac{I_{a_1, a_2, \ldots, a_n; k}}{I_{a_1, a_2, \ldots, a_n}} = \frac{kg_n}{(k+1)q_n + q_{n-1}} < \frac{k}{k+1},
\]

for all \( a_1, a_2, \ldots, a_n \).

Finally, we denote by

\[
I_k^{(n)} = \sum_{a \leq k, \ldots, a_n \leq k} I_{a_1, a_2, \ldots, a_n}
\]

the sum of the \( I_{a_1, \ldots, a_n} \) for which \( a_1, \ldots, a_n \leq k \); and by \( F_k^{(n)} \) the set of irrational \( \xi \) for which \( a_1, \ldots, a_n \leq k \). Plainly \( F_k^{(n)} \) is included in \( I_k^{(n)} \).

First, \( I_k^{(1)} \) is the sum of \( I_{a_1} \) for \( a_1 = 1, 2, \ldots, k \), and

\[
I_k^{(1)} = \sum_{a_1=1}^k \frac{1}{a_1(a_1+1)} = 1 \frac{1}{k+1} = \frac{k}{k+1}.
\]
Generally, \( I_k^{(n+1)} \) is the sum of the parts of the \( I_{a_1, a_2, \ldots, a_n} \), included in \( I_k^n \), for which \( a_1, \ldots, a_n \leq k \), i.e. is
\[
\sum_{a_1, \ldots, a_n \leq k} I_{a_1, a_2, \ldots, a_n} \cdot I_k^n.
\]
Hence, by (11.10.4),
\[
I_k^{(n+1)} < \frac{k}{k+1} \sum_{a_1, \ldots, a_n \leq k} I_{a_1, a_2, \ldots, a_n} = \frac{k}{k+1} I_k^n;
\]
and so
\[
I_k^{(n+1)} < \left( \frac{k}{k+1} \right)^{n+1}.
\]

It follows that \( F_k^{(n)} \) can be included in a set of intervals of length less than
\[
\left( \frac{k}{k+1} \right)^n,
\]
which tends to zero when \( n \to \infty \). Since \( F_k \) is part of \( F_k^{(n)} \) for every \( n \), the theorem follows.

It is possible to prove a good deal more by the same kind of argument. Thus Borel and F. Bernstein proved

**Theorem 197*. If \( \phi(n) \) is an increasing function of \( n \) for which
\[
\sum \frac{1}{\phi(n)}
\]
is divergent, then the set of \( \xi \) for which
\[
a_n < \phi(n),
\]
for all sufficiently large \( n \), is null. On the other hand, if
\[
\sum \frac{1}{\phi(n)}
\]
is convergent, then (11.10.6) is true for almost all \( \xi \) and sufficiently large \( n \).

Theorem 196 is the special case of this theorem in which \( \phi(n) \) is a constant. The proof of the general theorem is naturally a little more complex, but does not involve any essentially new idea.

11.11. Further theorems concerning approximation. Let us suppose, to fix our ideas, that \( a_n \) tends steadily, fairly regularly, and not too rapidly, to infinity. Then
\[
\left| \frac{P_n}{q_n} - x \right| = \frac{1}{q_n q_{n+1}} \sim \frac{1}{a_{n+1} q_n^2} = \frac{1}{q_n \chi(q_n)}
\]
where
\[
\chi(q_n) = a_{n+1} q_n.
\]
There is a certain correspondence between the behaviour, in respect of convergence or divergence, of the series†
\[
\sum_{v} \frac{1}{\chi(v)}, \quad \sum_{n} \frac{q_n}{\chi(q_n)}.
\]
† The idea is that underlying ‘Cauchy’s condensation test’ for the convergence or divergence of a series of decreasing positive terms. See Hardy, *Pure mathematics*, 9th ed., 354.
and the latter series is
\[ \sum \frac{1}{a_{n+1}}. \]
These rough considerations suggest that, if we compare the inequalities
\[ (11.11.1) \quad a_n < \phi(n) \]
and
\[ (11.11.2) \quad \left| \frac{p}{q} - \xi \right| < \frac{1}{q \chi(q)}, \]
there should be a certain correspondence between conditions on the two series
\[ \sum \frac{1}{\phi(n)}, \quad \sum \frac{1}{\chi(q)}. \]
And the theorems of §11.10 then suggest the two which follow.

**Theorem 198.** If
\[ \sum \frac{1}{\chi(q)} \]
is convergent, then the set of \( \xi \) which satisfy (11.11.2) for an infinity of \( q \) is null.

**Theorem 199.** If \( \chi(q)/q \) increases with \( q \), and
\[ \sum \frac{1}{\chi(q)} \]
is divergent, then (11.11.2) is true, for an infinity of \( q \), for almost all \( \xi \).

Theorem 199 is difficult. But Theorem 198 is very easy, and can be proved without continued fractions. It shows, roughly, that most irrationals cannot be approximated by rationals with an error of order much less than \( q^{-2} \), e.g. with an error
\[ O\left(\frac{1}{q^2 \log q^2}\right). \]
The more difficult theorem shows that approximation to such orders as
\[ O\left(\frac{1}{q^2 \log q}\right), \quad O\left(\frac{1}{q^2 \log q \log \log q}\right), \quad \ldots \]
is usually possible.

We may suppose \( 0 < \xi < 1 \). We enclose every \( p/q \) for which \( q > N \) in an interval
\[ \frac{p}{q} - \frac{1}{q \chi(q)}, \quad \frac{p}{q} + \frac{1}{q \chi(q)}. \]
There are less than \( q \) values of \( p \) corresponding to a given \( q \), and the total length of the intervals is less (even without allowance for overlapping) than
\[ 2 \sum_{q\neq q'} \frac{1}{\chi(q)}, \]
which tends to 0 when \( N \to \infty \). Any \( \xi \) which has the property is included in an interval, whatever be \( N \), and the set of \( \xi \) can therefore be included in a set of intervals whose total length is as small as we please.

**11.12. Simultaneous approximation.** So far we have been concerned with approximations to a single irrational \( \xi \). Dirichlet's argument
of § 11.3 has an important application to a multi-dimensional problem, that of the simultaneous approximation of \( k \) numbers

\[
\xi_1, \xi_2, \ldots, \xi_k
\]

by fractions

\[
\frac{p_1}{q}, \frac{p_2}{q}, \ldots, \frac{p_k}{q}
\]

with the same denominator \( q \) (but not necessarily irreducible).

**Theorem 200.** If \( \xi_1, \xi_2, \ldots, \xi_k \) are any real numbers, then the system of

\[
(11.12.1) \quad \left| \frac{p_i}{q} - \xi_i \right| < \frac{1}{q^{1+\mu}} \left( \mu = \frac{1}{k}; \ i = 1, 2, \ldots, k \right)
\]

has at least one solution. If one \( \xi \) at least is irrational, then it has an infinity of solutions.

We may plainly suppose that \( 0 \leq \xi_i < 1 \) for every \( i \). We consider the \( k \)-dimensional ‘cube’ defined by \( 0 \leq x_i < 1 \), and divide it into \( Q^k \) ‘boxes’ by drawing ‘planes’ parallel to its faces at distances \( 1/Q \). Of the \( Q^k + 1 \) points

\[
(l_1 \xi_1), (l_2 \xi_2), \ldots, (l_k \xi_k) \quad (l = 0, 1, 2, \ldots, Q^k),
\]

some two, corresponding say to \( l = q_1 \) and \( l = q_2 > q_1 \), must lie in the same box. Hence, taking \( q = q_2 - q_1 \), as in § 11.3, there is a \( q \leq Q^k \) such that

\[
|q \xi_i| < \frac{1}{Q} \leq \frac{1}{q^\mu}
\]

for every \( i \).

The proof may be completed as before; if a \( \xi \), say \( \xi_i \), is irrational, then \( \xi_i \) may be substituted for \( \xi \) in the final argument of § 11.3.

In particular we have

**Theorem 201.** Given \( \xi_1, \xi_2, \ldots, \xi_k \) and any positive \( \epsilon \), we can find an integer \( q \) so that \( q \xi_i \) differs from an integer, for every \( i \), by less than \( \epsilon \).

11.13. The transcendence of \( e \). We conclude this chapter by proving that \( e \) and \( \pi \) are transcendental.

Our work will be considerably simplified by the introduction of a symbol \( h^r \), which we define by

\[
h^0 = 1, \quad h^r = r! \quad (r \geq 1).
\]

If \( f(s) \) is any polynomial in \( x \) of degree \( m \), say

\[
f(x) = \sum_{r=0}^{m} c_r x^r,
\]

then we define \( f(h) \) as

\[
\sum_{r=0}^{m} c_r h^r = \sum_{r=0}^{m} c_r r!
\]
where \( O \)! is to be interpreted as 1). Finally we define \( f(x + h) \) in the manner suggested by Taylor’s theorem, viz. as

\[
\sum_{r=0}^{m} \frac{f^{(r)}(x)}{r!} h^r = \sum_{r=0}^{m} f^{(r)}(x).
\]

If \( f(x + y) = F(y) \), then \( f(x + h) = F(h) \).

We define \( u_r(x) \) and \( \epsilon_r(x) \), for \( r = 0, 1, 2, \ldots \), by

\[
u_r(x) = \frac{x}{r+1} + \frac{x^2}{(r+1)(r+2)} + \ldots = \epsilon_r^{|x|} \epsilon_r(x).
\]

It is obvious that \( |u_r(x)| < \epsilon_r^{|x|} \), and so

\[(11.13.1) \quad |\epsilon_r(x)| < 1,
\]

for all \( x \).

We require two lemmas.

**Theorem 202. If \( \phi(x) \) is any polynomial and**

\[
(11.13.2) \quad \phi(x) = \sum_{r=0}^{g} c_r x^r, \quad \psi(x) = \sum_{r=0}^{g} c_r \epsilon_r(x) x^r,
\]

**then**

\[
(11.13.3) \quad e^x \phi(h) = \phi(x + h) + \psi(x) e^{|x|}.
\]

By our definitions above we have

\[
(x + h)^r = h^r + r x h^{r-1} + \frac{r(r-1)}{1 \cdot 2} x^2 h^{r-2} + \ldots + x^r
\]

\[
= r! + r(r-1)! x + \frac{r(r-1)}{1 \cdot 2} \frac{(r-2)!}{r-2} x^2 + \ldots + x^r
\]

\[
= r! \left(1 + \frac{x^2}{2!} + \ldots + \frac{x^r}{r!}\right)
\]

\[
= r! e^x - u_r(x) x^r = e^x h^r - u_r(x) x^r.
\]

Hence

\[
e^x h^r = (x + h)^r - u_r(x) x^r = (x + h)^r + e^{|x|} \epsilon_r(x) x^r.
\]

Multiplying this throughout by \( c_r \), and summing, we obtain (11.13.3).

As in § 7.2, we call a polynomial in \( x \), or in \( x, y \), \ldots \) whose coefficients are integers, an integral polynomial in \( x \), or \( x, y \), \ldots .

**Theorem 203. If \( m \geq 2 \), \( f(x) \) is an integral polynomial in \( x \), and**

\[
F_1(x) = \frac{x^{m-1}}{(m-1)!} f(x), \quad F_2(x) = \frac{x^m}{(m-1)!} f(x),
\]

**then** \( F(h), F_1(h) \) are integers and

\[
F_1(h) \equiv f(0), \quad B!!(h) \equiv 0 \pmod{m}.
\]
Suppose that 

\[ f(x) = \sum_{i=0}^{L} a_i x^i, \]

where \( a_1, \ldots, a_L \) are integers. Then 

\[ F_1(x) = \sum_{i=0}^{L} a_i \frac{x^{l+m-1}}{(m-1)!}, \]

and so 

\[ F_1(h) = \sum_{i=0}^{L} a_i \frac{(l+m-1)!}{(m-1)!}. \]

But 

\[ \frac{(l+m-1)!}{(m-1)!} = (l+m-1)(l+m-2) \ldots m \]

is an integral multiple of \( m \) if \( l \geq 1 \); and therefore 

\[ F_1(h) \equiv a_1 = f(0) \pmod{m}. \]

Similarly 

\[ F_2(x) = \sum_{i=0}^{L} a_i \frac{x^{l+m}}{(m-1)!}, \]

\[ F_2(h) = \sum_{i=0}^{L} a_i \frac{(l+m)!}{(m-1)!} \equiv 0 \pmod{m}. \]

We are now in a position to prove the first of our two main theorems, namely

**Theorem 204.** \( e \) is transcendental.

If the theorem is not true, then 

\[ \sum_{i=0}^{n} C_i e^i = 0, \tag{11.13.4} \]

where \( n \geq 1 \), \( C_0, C_1, \ldots, C_n \) are integers, and \( C_0 \neq 0 \).

We suppose that \( p \) is a prime greater than \( \max(n, |C_0|) \), and define \( \phi(x) \) by 

\[ \phi(x) = \frac{x^{p-1}}{(p-1)!} [(x-1)(x-2) \ldots (x-n)]^p. \]

Ultimately, \( p \) will be large. If we multiply (11.13.4) by \( \phi(h) \), and use (11.13.3), we obtain 

\[ \sum_{i=0}^{n} C_i \phi(t+h) + \sum_{i=0}^{n} C_i \psi(t)e^t = 0, \]

or 

\[ S_1 + S_2 = 0, \tag{11.13.5} \]

say.

By Theorem 203, with \( m = p \), \( \phi(h) \) is an integer and 

\[ \phi(h) \equiv (-1)^p n! p \pmod{p}. \]
Again, if $1 \leq t \leq n$,
\[
\phi(t + x) = \frac{(t+x)^{p-1}}{(p-1)!} \{ (x+t-1) \ldots x(x-1) \ldots (x+t-n) \}^p = \frac{x^p}{(p-1)!} f(x),
\]
where $f(x)$ is an integral polynomial in $x$. It follows (again from Theorem 203) that $\phi(t+h)$ is an integer divisible by $p$. Hence
\[
S_1 = \sum_{t=0}^{n} C_t \phi(t+h) \equiv (-1)^{p} n! C_0 (n!)^p \not\equiv 0 \pmod{p},
\]
since $C_0 \not\equiv 0$ and $p > \text{max}(n, |C_0|)$. Thus $S_1$ is an integer, not zero; and therefore
\begin{equation}
|S_1| \geq 1.
\end{equation}
On the other hand, $|\epsilon_r(x)| < 1$, by (11.13.1), and so
\[
|\psi(t)| < \sum_{r=0}^{s} |c_r| t^r \\
\leq \frac{1}{(p-1)!} \{ (t+1)(t+2) \ldots (t+n) \}^p \to 0
\]
when $p \to \infty$. Hence $S_2 \to 0$, and we can make
\begin{equation}
|S_2| < \frac{1}{2}
\end{equation}
by choosing a sufficiently large value of $p$. The formulae (11.13.5), (11.13.6), and (11.13.7) are in contradiction. Hence (11.13.4) is impossible and $e$ is transcendental.

The proof which precedes is a good deal more sophisticated than the simple proof of the irrationality of $e$ given in § 4.7, but the ideas which underlie it are essentially the same. We use (i) the exponential series and (ii) the theorem that an integer whose modulus is less than 1 must be 0.

11.14. The transcendence of $\pi$. Finally we prove that $\pi$ is transcendental. It is this theorem which settles the problem of the ‘quadrature of the circle’.

Theorem 205. $\pi$ is transcendental.

The proof is very similar to that of Theorem 204, but there are one or two slight additional complications.

Suppose that $\beta_1, \beta_2, \ldots, \beta_m$ are the roots of an equation
\[
d x^m + d_1 x^{m-1} + \ldots + d_m = 0
\]
with integral coefficients. Any symmetrical integral polynomial in
\[
d \beta_1, d \beta_2, \ldots, d \beta_m
\]
is an integral polynomial in
\[
d_1, d_2, \ldots, d_m,
\]
and is therefore an integer.
Now let us suppose \( \pi \) is algebraic. Then \( i\pi \) is algebraic,† and therefore the root of an equation
\[
dx^m + d_1 x^{m-1} + \ldots + d_m = 0,
\]
where \( m \geq 1 \), \( d, d_1, \ldots, d_m \) are integers, and \( d \neq 0 \). If the roots of this equation are
\[
\omega_1, \omega_2, \ldots, \omega_m,
\]
then \( 1 + e^{i\omega} = 1 + e^{i\pi} = 0 \) for some \( \omega \), and therefore
\[
(1 + e^{i\omega_1})(1 + e^{i\omega_2})\ldots(1 + e^{i\omega_m}) = 0.
\]
Multiplying this out, we obtain
\[
(11.14.1)' \quad 1 + \sum_{t=1}^{p-1} e^{\alpha_t} = 0,
\]
where
\[
(11.14.2) \quad \alpha_1, \alpha_2, \ldots, \alpha_{2^m-1}
\]
are the \( 2^m - 1 \) numbers
\[
\omega_1, \ldots, \omega_m, \omega_1 + \omega_2, \omega_1 + \omega_3, \ldots, \omega_1 + \omega_2 + \ldots + \omega_m
\]
in some order.

Let us suppose that C-I of the \( \alpha \) are zero and that the remaining
\[
n = 2^m - 1 - (C - 1)
\]
are not zero; and that the non-zero \( \alpha \) are arranged first, so that (11.14.2) reads
\[
\alpha_1, \ldots, \alpha_n, 0, 0, \ldots, 0.
\]
Then it is clear that any symmetrical integral polynomial in
\[
(11.14.3) \quad d\alpha_1, \ldots, d\alpha_n
\]
is a symmetrical integral polynomial in
\[
d\alpha_1, d\alpha_2, \ldots, d\alpha_{2^m-1},
\]
i.e. in
\[
d\alpha_1, d\alpha_2, \ldots, d\alpha_{2m-1}.
\]
Hence any such function is a symmetrical integral polynomial in
\[
d\omega_1, d\omega_2, \ldots, d\omega_m,
\]
and so an integer.

We can write (11.14.1) as
\[
(11.14.4) \quad C + \sum_{t=1}^{n} e^{\alpha_t} = 0.
\]
We choose a prime \( p \) such that
\[
(11.14.5) \quad p > \max(d, C, |d^n\alpha_1 \ldots \alpha_n|)
\]
† If \( a_x x^n + a_1 x^{n-1} + \ldots + a_n = 0 \) and \( y = ix \), then
\[
a_y y^n - a_1 y^{n-1} + \ldots + i(a_1 y^{n-1} - a_3 y^{n-3} + \ldots) = 0
\]
and so
\[
(a_0 y^n - a_1 y^{n-2} + \ldots)^2 + (a_1 y^{n-1} - a_3 y^{n-3} + \ldots)^2 = 0.
\]
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and define \( \phi(x) \) by

\[
\phi(x) = \frac{d^{np+p-1}x^{p-1}}{(p-1)!} \{ (x-\alpha_1)(x-\alpha_2) \ldots (x-\alpha_n) \}^p.
\]  (11.14.6)

Multiplying (11.14.4) by \( \phi(h) \), and using (11.13.3), we obtain

\[
S_0 + S_1 + S_2 = 0,
\]  (11.14.7)

where

\[
S_0 = C \phi(h),
\]  (11.14.8)

\[
S_1 = \sum_{t=1}^{n} \phi(\alpha_t + h),
\]  (11.14.9)

\[
S_2 = \sum_{t=1}^{n} \psi(\alpha_t) e^{i\omega t}.
\]  (11.14.10)

Now

\[
\phi(x) = \frac{x^{p-1}}{(p-1)!} \sum_{t=0}^{n} g_t x^t,
\]

where \( g_t \) is a symmetric integral polynomial in the numbers (11.14.3), and so an integer. It follows from Theorem 203 that \( \phi(h) \) is an integer, and that

\[
\phi(h) \equiv g_0 = (-1)^{pn}d^{p-1}(d\alpha_1 \ldots d\alpha_n)^p \pmod{p}.
\]  (11.14.11)

Hence \( S_0 \) is an integer; and

\[
S_0 \equiv Cg_0 \not\equiv 0 \pmod{p},
\]  (11.14.12)

because of (11.14.5).

Next, by substitution and rearrangement, we see that

\[
\phi(\alpha_t + x) = \frac{x^p}{(p-1)!} \sum_{t=0}^{np-1} f_{t,t} x^t,
\]

where

\[
f_{t,t} = f_t(d\alpha_t; d\alpha_1, d\alpha_2, \ldots, d\alpha_{t-1}, d\alpha_{t+1}, \ldots, d\alpha_n)
\]

is an integral polynomial in the numbers (11.14.3), symmetrical in all but \( d\alpha_t \). Hence

\[
\sum_{t=1}^{n} \phi(\alpha_t + x) = \frac{x^p}{(p-1)!} \sum_{t=0}^{np-1} F_t x^t,
\]

where

\[
F_t = \sum_{t=1}^{n} f_{t,t} = \sum_{t=1}^{n} f_t(d\alpha_t; d\alpha_1, \ldots, d\alpha_{t-1}, d\alpha_{t+1}, \ldots, d\alpha_n).
\]

It follows that \( F_t \) is an integral polynomial symmetrical in all the numbers (11.14.3), and so an integer. Hence, by Theorem 203,

\[
S_1 = \sum_{t=1}^{n} \phi(\alpha_t + h)
\]
is an integer, and

\[(11.14.13) \quad S_1 \equiv 0 \pmod{p}.\]

From (11.14.12) and (11.14.13) it follows that \(S_0 + S_1\) is an integer not divisible by \(p\), and so that

\[(11.14.14) \quad |S_0 + S_1| \leq 1.\]

On the other hand,

\[|\psi(x)| < \frac{|d|^{np+p-1}|x|^{p-1}}{(p-1)!} \{(|x| + |\alpha_1|) \cdots (|x| + |\alpha_n|)\}^p \to 0,\]

for any fixed \(x\), when \(p \to \infty\). It follows that

\[(11.14.15) \quad |S_0| < \frac{1}{2} \]

for sufficiently large \(p\). The three formulae (11.14.7), (11.14.14), and (11.14.15) are in contradiction, and therefore \(\pi\) is transcendental.

In particular \(\pi\) is not a ‘Euclidean’ number in the sense of § 11.5; and therefore it is impossible to construct, by Euclidean methods, a length equal to the circumference of a circle of unit diameter.

It may be proved by the methods of this section that

\[\alpha_1 e^{\beta_1} + \alpha_2 e^{\beta_2} + \cdots + \alpha_n e^{\beta_n} \neq 0\]

if the \(\alpha\) and \(\beta\) are algebraic, the \(\alpha\) are not all zero, and no two \(\beta\) are equal.

It has been proved more recently that \(e^{\beta}\) is transcendental if \(\alpha\) and \(\beta\) are algebraic, \(\alpha\) is not 0 or 1, and \(\beta\) is irrational. This shows in particular that \(e^{-\pi}\), which is one of the values of \(i^{2\pi}\), is transcendental. It also shows that

\[\theta = \frac{\log 3}{\log 2}\]

is transcendental, since \(2^\theta = 3\) and \(\theta\) is irrational.†

**NOTES ON CHAPTER XI**

§ 11.3. Dirichlet’s argument depends upon the principle ‘if there are \(n+1\) objects in \(n\) boxes, there must be at least one box which contains two (or more) of the objects’ (the Schubfachprinzip of German writers). That in § 11.12 is essentially the same.

§§ 11.6-7. A full account of Cantor’s work in the theory of aggregates (Mengenlehre) will be found in Bobson’s Theory of functions of a real variable, i.

Liouville’s work was published in the Journal de Math. (1) 16 (1851), 133-42, over twenty years before Cantor’s. See also the note on §§ 11.13-14.

Theorem 191 has been improved successively by Thue, Siegel, Dyson, and Gelfond. Finally Roth (Mathematika, 2 (1955), 1-20) showed that no irrational algebraic number is approximable to any order greater than 2.

† See § 4.7.

§ 11.10. The theorem with $2\sqrt{2}$ is also due to Hurwitz, i.e. supra. For fuller information see Koksma, 29 et seq.


§ 11.12. We lost nothing by supposing $p/q$ irreducible throughout §§ 11.1-1. Suppose, for example, that $p/q$ is a reducible solution of (11.1.1). Then if $(p, q) = d > 1$, and we write $p = dp', q = dq'$, we have $(p', q') = 1$ and

$$\left| \frac{p'}{q'} - \xi \right| = \left| \frac{p}{q} - \xi \right| < \frac{1}{q^2} < \frac{1}{q'^2},$$

so that $p'/q'$ is an irreducible solution of (11.1.1).

This sort of reduction is no longer possible when we require a number of rational fractions with the same denominator, and some of our conclusions here would become false if we insisted on irreducibility. For example, in order that the system (11.12.1) should have an infinity of solutions, it would be necessary, after § 11.1 (1), that every $\xi_i$ should be irrational.

We owe this remark to Dr. Wylie.

§§ 11.13-14. The transcendence of $\mathbf{e}$ was proved first by Hermite, *Comptes rendus*, 77 (1873), 18-24, etc. (*Œuvres*, iii. 150-81); and that of $\pi$ by F. Lindemann, *Math. Ann.* 20 (1882), 213-25. The proofs were afterwards modified and simplified by Hilbert, Hurwitz, and other writers. The form in which we give them is in essentials the same as that in Landau, *Vorlesungen*, iii. 90-95, or Perron, *Irrationalzahlen*, 174-82.

The problem of proving the transcendentalty of $\alpha^\beta$, under the conditions stated at the end of § 11.14, was propounded by Hilbert in 1900, and solved independently by Gelfond and Schneider, by different methods, in 1934. Fuller details, and references to the proofs of the transcendentalty of the other numbers mentioned at the end of § 11.7, will be found in Koksma, ch. iv.
12.1. Algebraic numbers and integers. In this chapter we consider some simple generalizations of the notion of an integer.

We defined an algebraic number in §11.5; $\xi$ is an algebraic number if it is a root of an equation

$$c_0 \xi^n + c_1 \xi^{n-1} + \ldots + c_n = 0 \quad (c_0 \neq 0)$$

whose coefficients are rational integers.† If $c_0 = 1$,

then $\xi$ is said to be an algebraic integer. This is the natural definition, since a rational $\xi = a/b$ satisfies $b\xi - a = 0$, and is an integer when $b = 1$.

Thus

$$i = J(-1)$$

and

(12.1.1) $$p = e^{i\pi} = \frac{1}{2}(-1 + i\sqrt{3})$$

are algebraic integers, since

$$i^2 + 1 = 0$$

and

$$\rho^2 + \rho + 1 = 0.$$
where \(a\) and \(b\) are rational integers. Since
\[
\xi^2 - 2a\xi + a^2 + b^2 = 0,
\]
a Gaussian integer is a quadratic integer. We call the Gaussian integers the **integers of** \(\mathbb{K}(i)\). In particular, any rational integer is a Gaussian integer.

Since
\[
(a+bi) + (c+di) = (a+c) + (b+d)i,
\]
\[
(a+bi)(c+di) = ac - bd + (ad + bc)i,
\]
sums and products of Gaussian integers are Gaussian integers. More generally, if \(\alpha, \beta, \ldots, \kappa\) are Gaussian integers, and
\[
\xi = P(\alpha, \beta, \ldots, \kappa),
\]
where \(P\) is a polynomial whose coefficients are rational or Gaussian integers, then \(\xi\) is a Gaussian integer.

(3) If \(\rho\) is defined by (12.1.1), then
\[
\rho^2 = e^{4\pi i} = \frac{1}{2}(-1 - i\sqrt{3}),
\]
\[
\rho + \rho^2 = -1,
\]
\[
\rho\rho^2 = 1.
\]
If
\[
\xi = a + b\rho,
\]
where \(a\) and \(b\) are rational integers, then
\[
(\xi - a - b\rho)(\xi - a - b\rho^2) = 0
\]
or
\[
\xi^2 - (2a - b)\xi + a^2 - ab + b^2 = 0,
\]
so that \(\xi\) is a quadratic integer. We call the numbers \(\xi\) the **integers of** \(\mathbb{K}(p)\). Since
\[
\rho^2 + \rho + 1 = 0, \quad a + b\rho = a - b - b\rho^2, \quad a + b\rho^2 = a - b - b\rho,
\]
we might equally have defined the integers of \(\mathbb{K}(p)\) as the numbers \(a + b\rho^2\).

The properties of the integers of \(\mathbb{K}(i)\) and \(\mathbb{K}(p)\) resemble in many ways those of the rational integers. Our object in this chapter is to study the simplest properties common to the three classes of numbers, and in particular the property of 'unique factorization'. This study is important for two reasons, first because it is interesting to see how far the properties of ordinary integers are susceptible to generalization, and secondly because many properties of the rational integers themselves follow most simply and most naturally from those of wider classes.

We shall use small Latin letters \(a, b, \ldots\), as we have usually done, to denote rational integers, except that \(i\) will always be \(-1\). Integers of \(\mathbb{K}(i)\) or \(\mathbb{K}(p)\) will be denoted by Greek letters \(\alpha, \beta, \ldots\).

**12.3. Euclid’s algorithm.** We have already proved the ‘fundamental theorem of arithmetic’, for the rational integers, by two different
methods, in §§ 2.10 and 2.11. We shall now give a third proof which is important both logically and historically and will serve us as a model when extending it to other classes of numbers.†

Suppose that \( a \geq b > 0 \).

Dividing \( a \) by \( b \) we obtain \( a = q_1 b + r_1 \),

where \( 0 \leq r_1 < b \). If \( r_1 \neq 0 \), we can repeat the process, and obtain \( b = q_2 r_1 + r_2 \),

where \( 0 \leq r_2 < r_1 \). If \( r_2 \neq 0 \),

\( r_1 = q_3 r_2 + r_3 \),

where \( 0 \leq r_3 < r_2 \); and so on. The non-negative integers \( b, r_1, r_2, \ldots \), form a decreasing sequence, and so

\[ r_{n+1} = 0 \]

for some \( n \). The last two steps of the process will be

\[ r_{n-2} = q_n r_{n-1} + r_n \quad (0 < r_n < r_{n-1}) \]

\[ r_{n-1} = q_n+1 r_n. \]

This system of equations for \( r_1, r_2, \ldots \) is known as Euclid’s algorithm. It is the same, except for notation, as that of § 10.6.

Euclid’s algorithm embodies the ordinary process for finding the highest common divisor of \( a \) and \( b \), as is shown by the next theorem.

**Theorem 207:** \( r_n = (a, b) \).

Let \( d = (a, b) \). Then, using the successive steps of the algorithm, we have

\[ \frac{d}{|a \cdot d|b} \rightarrow \frac{d}{|r_1 \cdot d|r_2} \rightarrow \ldots \rightarrow \frac{d}{|r_n|} \]

so that \( d \leq r_n \). Again, working backwards,

\[ r_n \mid r_{n-1} \rightarrow r_n \mid r_{n-2} \rightarrow r_n \mid r_{n-3} \rightarrow \ldots \rightarrow r_n \mid b \rightarrow r_n \mid a. \]

Hence \( r_n \) divides both \( a \) and \( b \). Since \( d \) is the greatest of the common divisors of \( a \) and \( b \), it follows that \( r_n \leq d \), and therefore that \( r_n = d \).

**12.4. Application of Euclid’s algorithm, to the fundamental theorem in** \( k(1) \). We base the proof of the fundamental theorem on two preliminary theorems. The first is merely a repetition of Theorem 26, but it is convenient to restate it and deduce it from the algorithm. The second is substantially equivalent to Theorem 3.

**Theorem 208.** If \( f \mid a, f \mid b \), then \( f \mid (a, b) \).

† The fundamental idea of the proof is the same as that of the proof of § 2.10: the numbers divisible by \( d = (a, b) \) form a ‘modulus’. But here we determine \( d \) by a direct construction.
For \( f \mid a \cdot f \mid b \rightarrow f \mid r_1 \rightarrow f \mid r_2 \rightarrow \ldots \rightarrow f \mid r_n \),

or \( f \mid d \).

**Theorem 209.** If \( (a, b) = 1 \) and \( b \mid c \), then \( b \mid c \).

If we multiply each line of the algorithm by \( c \), we obtain

\[
ac = q_1 bc + r_1 c,
\]

\[
r_{n-2} c = q_n r_{n-1} c + r_n c,
\]

\[
r_{n-1} c = q_{n+1} r_n c,
\]

which is the algorithm we should have obtained if we started with \( uc \) and \( bc \) instead of \( a \) and \( b \). Here

\[
r_n = (a, b) = 1
\]

and so

\[
(uc, bc) = r_n c = c.
\]

Now \( b \mid uc \), by hypothesis, and \( b \mid bc \). Hence, by Theorem 208,

\[
b \mid (uc, bc) = c,
\]

which is what we had to prove.

If \( p \) is a prime, then either \( p \mid a \) or \( (a, p) = 1 \). In the latter case, by Theorem 209, \( p \mid uc \) implies \( p \mid c \). Thus \( p \mid uc \) implies \( p \mid a \) or \( p \mid c \).

This is Theorem 3, and from Theorem 3 the fundamental theorem follows as in \( \S \, 1.3 \).

It will be useful to restate the fundamental theorem in a slightly different form which extends more naturally to the integers of \( k(i) \) and \( k(p) \). We call the numbers

\[
\epsilon = \pm 1,
\]

the divisors of 1, the units of \( k(l) \). The two numbers

\[
\epsilon m
\]

we call associates. Finally we define a prime as an integer of \( k(1) \) which is not 0 or a unity and is not divisible by any number except the unities and its associates. The primes are then

\[
\pm 2, \pm 3, \pm 5, \ldots,
\]

and the fundamental theorem takes the form: any integer \( n \) of \( k(1) \), not 0 or a unity, can be expressed as a product of primes, and the expression is unique except in regard to (a) the order of the factors, (b) the presence of unities as factors, and (c) ambiguities between associated primes.

**12.5. Historical remarks on Euclid's algorithm and the fundamental theorem.** Euclid's algorithm is explained at length in Book vii of the *Elements* (Props. 1-3). Euclid deduces from the algorithm, effectively, that

\[
f \mid a \cdot f \mid b \rightarrow f \mid (a, b)
\]
and \((ac, bc) = (a, b)c\).

He has thus the weapons which were essential in our \textbf{proof}.

The actual theorem which he proves (vii. 24) is 'if two numbers be prime to any number, their product also \textbf{will} be prime to the same', i.e.

\[(a, c) = 1 \iff (b, c) = 1 \implies (ab, c) = 1.\]

Our Theorem 3 follows from this by taking \(c\) a prime \(p\), and we can prove (12.5.1) by a slight change in the argument of § 12.4. But Euclid's method of proof, which depends on the notions of 'parts' and 'proportion', is essentially different.

It might seem strange at first that Euclid, having gone so far, could not prove the fundamental theorem itself; but this view would rest on a misconception. Euclid had no formal \textit{calculus} of multiplication and exponentiation, and it would have been most difficult for him even to state the theorem. He had not even a \textit{term} for the product of more than three factors. The omission of the fundamental theorem is in no way casual or accidental; Euclid knew very well that the theory of numbers turned upon his algorithm, and drew from it all the return he could.

\textbf{12.6. Properties of the Gaussian integers.} Throughout this and the next two sections the word 'integer' \textit{means} Gaussian integer or integer of \(k(i)\).

We define 'divisible' and 'divisor' in \(k(i)\) in the \textit{same} way as in \(k(l)\); an integer \(\xi\) is said to be \textit{divisible} by an integer \(\eta\), not 0, if there exists an integer \(\zeta\) such that 
\[\xi = \eta \zeta;\]
and \(\eta\) is then said to be a divisor of \(\xi\). We express this by \(\eta \mid \xi\). Since 1, -1, i, -i are all integers, any \(\xi\) has the eight 'trivial' divisors
\[1, \xi, -1, -\xi, i, i\xi, -i, -i\xi.\]

Divisibility has the obvious properties expressed by
\[\alpha \mid \beta \iff \beta = \alpha \gamma \rightarrow \alpha \mid \gamma,\]
\[\alpha \mid \gamma_1 \ldots \alpha \mid \gamma_n \rightarrow \alpha \mid \beta_1 \gamma_1 + \ldots + \beta_n \gamma_n.\]

The integer \(\epsilon\) is said to be a \textit{unity} of \(k(i)\) if \(\epsilon \mid \xi\) for every \(\xi\) of \(k(i)\). Alternatively, we may define a unity as any integer which is a divisor of 1. The two definitions are equivalent, since 1 is a divisor of every integer of the field, and
\[\epsilon \mid 1 \iff 1 \mid \xi \rightarrow \epsilon \mid \xi.\]

The norm of an integer \(\xi\) is defined by
\[N\xi = N(a + bi) = a^2 + b^2.\]
If $\xi$ is the conjugate of $\zeta$, then
\[ N\xi = \zeta \bar{\xi} = |\zeta|^2. \]
Since
\[ (a^2 + b^2)(c^2 + d^2) = (ac - bd)^2 + (ad + bc)^2, \]
$N\xi$ has the properties
\[ N\xi N\eta = N(\zeta \eta), \quad N\xi N\eta \ldots = N(\zeta \eta \ldots). \]

**Theorem 210.** The norm of a unity is 1, and any integer whose norm is 1 is a unity.

If $\epsilon$ is a unity, then $\epsilon^2 = 1$. Hence $1 = \epsilon \eta$, and so
\[ 1 = N\epsilon N\eta, \quad N\epsilon | 1, \quad N\epsilon = 1. \]
On the other hand, if $N(a + bi) = 1$, we have
\[ 1 = a^2 + b^2 = (a + bi)(a - bi), \quad a + bi \quad 1, \]
and so $a + bi$ is a unity.

**Theorem 211.** The unities of $k(i)$ are
\[ \epsilon = i^s \quad (s = 0, 1, 2, 3). \]
The only solutions of $a^2 + b^2 = 1$ are
\[ a = \pm 1, \quad b = 0; \quad a = 0, \quad b = \pm 1, \]
so that the unities are $\pm 1, \pm i$.

If $\epsilon$ is any unity, then $\epsilon$ is said to be associated with $\xi$. The associates of $\xi$ are
\[ \xi, \quad i\xi, \quad -\xi, \quad -i\xi; \]
and the associates of 1 are the unities. It is clear that if $\xi | \eta$ then $\xi \eta_1 \eta_2$, where $\epsilon_1, \epsilon_2$ are any unities. Hence, if $\eta$ is divisible by $\xi$, any associate of $\eta$ is divisible by any associate of $\xi$.

**12.7. Primes in $k(i)$**. A prime is an integer, not 0 or a unity, divisible only by numbers associated with itself or with 1. We reserve the letter $\pi$ for primes.† A prime $\pi$ has no divisors except the eight trivial divisors $1, \pi, -1, -\pi, i, i\pi, -i, -i\pi$.

The associates of a prime are clearly also primes.

**Theorem 212.** An integer whose norm is a rational prime is a prime.

For suppose that $N\xi = p$, and that $\xi \equiv \eta \zeta$. Then
\[ p = N\xi = N\eta N\zeta. \]
Hence either $N\eta = 1$ or $N\zeta = 1$, and either $\eta$ or $\xi$ is a unity; and therefore $\xi$ is a prime. Thus $N(2 + i) = 5$, and $2 + i$ is a prime.

† There will be no danger of confusion with the ordinary use of $\pi$. 
The converse theorem is not true; thus $N3 = 9$, but 3 is a prime. 
For suppose that 
$$3 = (a + bi)(c + di).$$ 
Then 
$$9 = (a^2 + b^2)(c^2 + d^2).$$ 
It is impossible that 
$$a^2 + b^2 = c^2 + d^2 = 3$$ 
(since 3 is not the sum of two squares), and therefore either $a^2 + b^2 = 1$ 
or $c^2 + d^2 = 1$, and either $a + bi$ or $c + di$ is a unity. It follows that 3 
is a prime.

A rational integer, prime in $k(i)$, must be a rational prime; but not 
all rational primes are prime in $k(i)$. Thus 
$$5 = (2+i)(2-i).$$

Theorem 213. Any integer, not 0 or a unity, is divisible by a prime.

If $y$ is an integer, and not a prime, then 
$$Y = \alpha_1\beta_1, \quad N\alpha_1 > 1, \quad N\beta_1 > 1, \quad Ny = N\alpha_1 N\beta_1,$$
and so 
$$1 < N\alpha_1 < Ny.$$ 
If $\alpha_1$ is not a prime, then 
$$\alpha_1 = \alpha_2\beta_2, \quad N\alpha_2 > 1, \quad N\beta_2 > 1,$$
$$Na_2 = N\alpha_2 N\beta_2, \quad 1 < N\alpha_2 < N\alpha_1.$$ 

We may continue this process so long as $\alpha_r$ is not prime. Since 
$$Ny, N\alpha_1, N\alpha_2,\ldots$$
is a decreasing sequence of positive rational integers, we must sooner 
or later come to a prime $\alpha_r$; and if $\alpha_r$ is the first prime in the sequence 
y, $\alpha_1, \alpha_2, \ldots$, then 
$$Y = \beta_1\alpha_1 = \beta_1\beta_2\alpha_2 = \ldots = \beta_1\beta_2\beta_3\ldots\beta_r \alpha_r,$$
and so $\alpha_r y$.

Theorem 214. Any integer, not 0 or a unity, is a product of primes.

If $y$ is not 0 or a unity, it is divisible by a prime $\pi_1$. Hence 
$$y = \pi_1\gamma_1, \quad N\gamma_1 < N\gamma.$$ 
Either $\gamma_1$ is a unity or 
$$y_1 = \pi_2\gamma_2, \quad N\gamma_2 < N\gamma_1.$$ 
Continuing this process we obtain a decreasing sequence 
$$Ny, \gamma_2, \ldots, N\gamma_2,\ldots,$$
of positive rational integers. Hence $N\gamma_r' = 1$ for some $r$, and $\gamma_r$ is a 
unity $\varepsilon$; and therefore 
$$y = \pi_1\pi_2\ldots\pi_r\varepsilon = \pi_1\ldots\pi_{r-1}\pi_r,$$
where $\pi_r = \pi_r\varepsilon$ is an associate of $\pi_r$ and so itself a prime.
42.8. The fundamental theorem of arithmetic in \( k(i) \). Theorem 214 shows that every \( y \) can be expressed in the form

\[
y = \pi_1 \pi_2 \ldots \pi_r,
\]

where every \( \pi \) is a prime. The fundamental theorem asserts that, apart from trivial variations, this representation is unique.

**Theorem 215 (The fundamental theorem for Gaussian integers).** The expression of an integer as a product of primes is unique, apart from the order of the primes, the presence of unities, and ambiguities between associated primes.

We use a process, analogous to Euclid's algorithm, which depends upon

**Theorem 216.** Given any two integers \( y, \gamma_1 \), of which \( \gamma_1 \neq 0 \), there is an integer \( \kappa \) such that

\[
y = \kappa \gamma_1 + \gamma_2, \quad N\gamma_2 < N\gamma_1.
\]

We shall actually prove more than this, viz. that

\[
N\gamma_2 < \frac{1}{2}N\gamma_1,
\]

but the essential point, on which the proof of the fundamental theorem depends, is what is stated in the theorem. If \( c \) and \( c_1 \) are positive rational integers, and \( c_1 \neq 0 \), there is a \( k \) such that

\[
c = kc_1 + c_2, \quad 0 \leq c_2 < c_1.
\]

It is on this that the construction of Euclid's algorithm depends, and Theorem 216 provides the basis for a similar construction in \( k(i) \).

Since \( \gamma_1 \neq 0 \), we have

\[
\frac{\gamma}{\gamma_1} = R + Si,
\]

where \( R \) and \( S \) are real; in fact \( R \) and \( S \) are rational, but this is irrelevant. We can find two rational integers \( x \) and \( y \) such that

\[
|R - x| \leq \frac{1}{2}, \quad |S - y| \leq \frac{1}{2};
\]

and then

\[
\frac{\gamma}{\gamma_1} - (x + iy) = |(R-x) + i(S-y)| = \{(R-x)^2 + (S-y)^2\}^{1/2} \leq \frac{1}{\sqrt{2}}.
\]

If we take \( \kappa = x + iy \), \( \gamma_2 = \gamma - \kappa \gamma_1 \), we have

\[
|\gamma - \kappa \gamma_1| \leq 2^{-1}|\gamma_1|,
\]

and so, squaring,

\[
N\gamma_2 = N(\gamma - \kappa \gamma_1) \leq w \gamma_1.
\]

We now apply Theorem 216 to obtain an analogue of Euclid's algorithm. If \( y \) and \( \gamma_1 \) are given, and \( \gamma_1 \neq 0 \), we have

\[
Y = \kappa \gamma_1 + \gamma_2 \quad (N\gamma_2 < N\gamma_1).
\]
If \( \gamma_2 \neq 0 \), we have

\[
\gamma_1 = \kappa_1 \gamma_2 + \gamma_3 \quad (N \gamma_3 < N \gamma_2),
\]
and so on. Since \( N \gamma_1, \ N \gamma_2, \ldots \) is a decreasing sequence of non-negative rational integers, there must be an \( n \) for which

\[
N \gamma_{n+1} = 0, \quad \gamma_{n+1} = 0,
\]
and the last steps of the algorithm will be

\[
\gamma_{n-2} = \kappa_{n-2} \gamma_{n-1} + \gamma_n \quad (N \gamma_n < N \gamma_{n-1}),
\]

\[
\gamma_{n-1} = \kappa_{n-1} \gamma_n.
\]

It now follows, as in the proof of Theorem 207, that \( \gamma_n \) is a common divisor of \( \gamma \) and \( \gamma_1 \), and that every common divisor of \( y \) and \( \gamma_1 \) is a divisor of \( \gamma_n \).

We have nothing at this stage corresponding exactly to Theorem 207, since we have not yet defined 'highest common divisor'. If \( \zeta \) is a common divisor of \( \gamma \) and \( \gamma_1 \), and every common divisor of \( \gamma \) and \( \gamma_1 \) is a divisor of \( \zeta \), we call \( \zeta \) a highest common divisor of \( y \) and \( \gamma_1 \), and write \( \zeta = (y, \gamma_1) \). Thus \( \gamma_n \) is a highest common divisor of \( y \) and \( \gamma_1 \). The property of \( (y, \gamma_1) \) corresponding to that proved in Theorem 208 is thus absorbed into its definition.

The highest common divisor is not unique, since any associate of a highest common divisor is also a highest common divisor. If \( \eta \) and \( \zeta \) are each highest common divisors, then, by the definition,

\[
\eta | \zeta, \quad \zeta | \eta,
\]
and so \( \zeta = \phi \eta, \quad \eta = \theta \zeta = \theta \phi \eta, \quad \theta \phi = 1. \)

Hence \( \phi \) is a unity and \( \zeta \) an associate of \( \eta \), and the highest common divisor is unique except for ambiguity between associates.

It will be noticeable that we defined the highest common divisor of two numbers of \( k(1) \) differently, viz. as the greatest among the common divisors, and proved as a theorem that it possesses the property which we take as our definition here. We might define the highest common divisors of two integers of \( k(i) \) as those whose norm is greatest, but the definition which we have adopted lends itself more naturally to generalization.

We now use the algorithm to prove the analogue of Theorem 209, viz.

**Theorem 217.** If \( (y, \gamma_1) = 1 \) and \( \gamma_1 | \beta \gamma \), then \( \gamma_1 | \beta \).

We multiply the algorithm throughout by \( \beta \) and find that

\[
(\beta \gamma, \beta \gamma_1) = \beta \gamma_n.
\]

Since \( (y, \gamma_1) = 1 \), \( \gamma_n \) is a unity, and so

\[
(\beta \gamma, \beta \gamma_1) = \beta.
\]
Now \( \gamma_1 | \beta \gamma \), by hypothesis, and \( \gamma_1 | \beta \gamma_1 \). Hence, by the definition of the highest common divisor, \( \gamma_1 | (\beta \gamma, \beta \gamma_1) \) or \( \gamma_1 | \beta \).

If \( \pi \) is prime, and \( (\pi, y) = \mu \), then \( \mu | \pi \) and \( \mu | y \). Since \( \mu | \pi \), either (1) \( \mu \) is a unity, and so \( (\pi, y) = 1 \), or (2) \( \mu \) is an associate of \( \pi \), and so \( \pi | y \). Hence, if we take \( \gamma_1 = \pi \) in Theorem 217, we obtain the analogue of Euclid's Theorem 3, viz.

Theorem 218. If \( \pi | \beta \gamma \), then \( \pi | \beta \) or \( \pi | y \).

From this the fundamental theorem for \( k(i) \) follows by the argument used for \( k(1) \) in \( \S \) 1.3.

12.9. The integers of \( k(p) \). We conclude this chapter with a more summary discussion of the integers

\[ \xi = a + b \rho \]

defined in \( \S \) 12.2. Throughout this section 'integer' means 'integer of \( k(p) \)'.

We define divisor, unity, associate, and prime in \( k(p) \) as in \( k(i) \); but the norm of \( \xi = a + b \rho \) is

\[ N_\xi = (a + b \rho)(a + b \rho^2) = a^2 - ab + b^2. \]

Since

\[ a^2 - ab + b^2 = (a - \frac{1}{2} b)^2 + \frac{3}{4} b^2, \]

\( N_\xi \) is positive except when \( \xi = 0 \).

Since

\[ |a + b \rho|^2 = a^2 - ab + b^2 = N(a + b \rho), \]

we have

\[ N_\alpha N_\beta = N(\alpha \beta), \quad N_\alpha N_\beta \cdots = N(\alpha \beta \cdots), \]

as in \( k(i) \).

Theorems 210, 212, 213, and 214 remain true in \( k(p) \); and the proofs are the same except for the difference in the form of the norm.

The unities are given by

\[ a^2 - ab + b^2 = 1, \]

or

\[ (2a - b)^2 + 3b^2 = 4. \]

The only solutions of this equation are

\( a = \pm 1, b = 0; \ a = 0, b = \pm 1; \ a = 1, b = 1; \ a = -1, b = -1: \)

so that the unities are

\( \pm 1, \pm \rho, \pm (1 + \rho) \)

or

\( \pm 1, \pm \rho, \pm \rho^2. \)

Any number whose norm is a rational prime is a prime; thus \( l \cdot p \) is a prime, since \( N(1 - \rho) = 3 \). The converse is false; for example, 2 is a prime. For

\[ 2 = (a + b \rho)(c + d \rho), \]
then
\[ 4 = (a^2 - ab + b^2)(c^2 - cd + d^2). \]
Hence either \( a + b \rho \) or \( c + d \rho \) is a unity, or
\[ a^2 - ab + b^2 = \pm 2, \quad (2a - b)^2 + 3b^2 = \pm 8, \]
which is impossible.

The fundamental theorem is true in \( k(p) \) also, and depends on a theorem verbally identical with Theorem 216.

**Theorem 219.** Given any two integers \( y, \gamma_1 \), of which \( \gamma_1 \neq 0 \), there is an integer \( k \) such that
\[ x = k\gamma_1 + \gamma_2, \quad Ny_2 < N\gamma_1. \]
For
\[ \frac{y}{\gamma_1} = \frac{a + b \rho}{c + d \rho} = \frac{(a + b \rho)(c + d \rho^2)}{(c + d \rho)(c + d \rho^2)} = \frac{ac + bd - ad + (bc - ad) \rho}{c^2 - cd + d^2} = R + S \rho, \]
say. We can find two rational integers \( x \) and \( y \) such that
\[ |R - x| \leq \frac{1}{2}, \quad |S - y| \leq \frac{1}{2}, \]
and then
\[ \frac{\gamma}{\gamma_1} - (x + y \rho)^2 = (R - x)^2 - (R - x)(S - y) + (S - y)^2 \leq \frac{3}{4}. \]
Hence, if \( k = x + y \rho, \gamma_2 = \gamma - k\gamma_1 \), we have
\[ N\gamma_2 = N(\gamma - k\gamma_1) \leq \frac{3}{4} N\gamma_1 < N\gamma_1. \]
The fundamental theorem for \( k(p) \) follows from Theorem 219 by the argument used in § 12.8.

**Theorem 220 [The fundamental theorem for \( k(p) \)].** The expression of an integer of \( k(p) \) as a product of primes is unique, apart from the order of the primes, the presence of unités, and ambiguities between associated primes.

We conclude with a few trivial propositions about the integers of \( k(p) \) which are of no intrinsic interest but will be required in Ch. XIII.

**Theorem 221.** \( \lambda = 1 - \rho \) is a prime.

This has been proved already.

**Theorem 222.** All integers of \( k(p) \) fall into three classes \( (\text{mod } \lambda) \), typified by 0, 1, and \( -1 \).

The definitions of \( \lambda \)-congruence to modulus \( \lambda \), a residue \( (\text{mod } \lambda) \), and a class of residues \( (\text{mod } \lambda) \), are the same as in \( k(1) \).

If \( y \) is any integer of \( k(p) \), we have
\[ y = a + b \rho = a + b - b\lambda \equiv a + b \pmod{\lambda}. \]
Since \( 3 = (1 - \rho)(1 + \rho), \lambda | 3 \), and since \( a + b \) has one of the three residues
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0. 1. \(-1 \pmod{3}, y\) has one of the same three residues \((\mod{\lambda}). These residues are incongruent, since neither \(N1 = 1\) nor \(N2 = 4\) is divisible by \(N\lambda = 3\).

\textbf{Theorem 223.} \(3\) is associated with \(\lambda^2\).

For \(\lambda^2 = 1 - 2p - \rho^2 = -3p\).

\textbf{Theorem 224.} The numbers \(\pm(1 - \rho), \pm(1 - \rho^2), \pm\rho(1 - \rho)\) are all associated with \(\lambda\).

For \(\pm(1 - \rho) = \pm\lambda, \pm(1 - \rho^2) = \mp\rho^2, \pm\rho(1 - \rho) = \pm\rho\).

\textbf{Notes on Chapter XII}

\(\S\) 12.1. The Gaussian integers were used first by Gauss in his researches on biquadratic reciprocity. See in particular his memoirs entitled \textit{Theoria residuum biquadraticorum}, \textit{Werke}, ii. 67-148. Gauss (here and in his memoirs on algebraic equations, \textit{Werke}, iii. 3-64) was the first mathematician to use complex numbers in a really confident and scientific way.

The numbers \(a + bp\) were introduced by Eisenstein and Jacobi in their work on cubic reciprocity. See Bachmann, \textit{Allgemeine Arithmetik der Zahlkörper}, 142.

\(\S\) 12.5. We owe the substance of these remarks to Prof. S. Bochner.
SOME DIOPHANTINE EQUATIONS

13.1. Fermat's last theorem. 'Fermat's last theorem' asserts that the equation

\[ x^n + y^n = z^n, \]

where \( n \) is an integer greater than 2, has no integral solutions, except the trivial solutions in which one of the variables is 0. The theorem has never been proved for all \( n \), or even in an infinity of genuinely distinct cases, but it is known to be true for \( 2 < n < 619 \). In this chapter we shall be concerned only with the two simplest cases of the theorem, in which \( n = 3 \) and \( n = 4 \). The case \( n = 4 \) is easy, and the case \( n = 3 \) provides an excellent illustration of the use of the ideas of Ch. XII.

13.2. The equation \( x^2 + y^2 = z^2 \). The equation (13.1.1) is soluble when \( n = 2 \); the most familiar solutions are 3, 4, 5 and 5, 12, 13. We dispose of this problem first.

It is plain that we may suppose \( x, y \), a positive without loss of generality. Next

\[ d \mid x, d \mid y \rightarrow d \mid z. \]

Hence, if \( x, y, z \) is a solution with \( (x, y) = d \), then \( x = dx', y = dy' \), \( z = dz' \), and \( x', y', z' \) is a solution with \( (x', y') = 1 \). We may therefore suppose that \( (x, y) = 1 \), the general solution being a multiple of a solution satisfying this condition. Finally

\[ x \equiv 1 \pmod{2}, y \equiv 1 \pmod{2} \rightarrow z^2 \equiv 2 \pmod{4}, \]

which is impossible; so that one of \( x \) and \( y \) must be odd and the other even.

It is therefore sufficient for our purpose to prove the theorem which follows.

**Theorem 225.** The most general solution of the equation

\[ x^2 + y^2 = z^2, \]

satisfying the conditions

\[ x > 0, y > 0, z > 0, (x, y) = 1, 2 \mid x, \]

is

\[ x = 2ab, y = a^2 - b^2, z = a^2 + b^2, \]

where \( a, b \) are integers of opposite parity and

\[ (a, b) = 1, a > b > 0. \]

There is a \((1, 1)\) correspondence between different values of \( a, b \) and different values of \( x, y, z \).
First, let us assume (13.2.1) and (13.2.2). Since 2 divides $x$ and $(x, y) = 1$, $y$ and $z$ are odd and $(y, z) = 1$. Hence $\frac{1}{2}(z-y)$ and $\frac{1}{2}(z+y)$ are integral and
\[
\left(\frac{z-y}{2}, \frac{z+y}{2}\right) = 1.
\]
By (13.2.1),
\[
\left(\frac{x}{2}\right)^2 = \left(\frac{z+y}{2}\right)\left(\frac{z-y}{2}\right),
\]
and the two factors on the right, being coprime, must both be squares. Hence
\[
\frac{z+y}{2} = a^2, \quad \frac{z-y}{2} = b^2,
\]
where $a > 0, b > 0, a > b, (a, b) = 1$.
Also
\[
a+b = a^2+b^2 = z \equiv 1 \pmod{2},
\]
and $a$ and $b$ are of opposite parity. Hence any solution of (13.2.1), satisfying (13.2.2), is of the form (13.2.3); and $a$ and $b$ are of opposite parity and satisfy (13.2.4).

Next, let us assume that $a$ and $b$ are of opposite parity and satisfy (13.2.4). Then
\[
x^2+y^2 = 4a^2b^2+(a^2-b^2)^2 = (a^2+b^2)^2 = z^2,
\]
where $x > 0, y > 0, z > 0, 2 \mid x$.
If $(x, y) = d$, then $d \mid z$, and so
\[
d \mid y = a^2-b^2, \quad d \mid z = a^2+b^2;
\]
and therefore $d \mid 2a^2, d \mid 2b^2$. Since $(a, b) = 1, d$ must be 1 or 2, and the second alternative is excluded because $y$ is odd. Hence $(x, y) = 1$.

Finally, if $y$ and $z$ are given, $a^2$ and $b^2$, and consequently $a$ and $b$, are uniquely determined, so that different values of $x, y, z, z$ correspond to different values of $a$ and $b$.

13.3. The equation $x^4+y^4 = z^4$. We now apply Theorem 225 to the proof of Fermat’s theorem for $n = 4$. This is the only ‘easy’ case of the theorem. Actually we prove rather more.

Theorem 226. There are no positive integral solutions of
(13.3.1)
\[
x^4+y^4 = z^2.
\]
Suppose that $u$ is the least number for which
(13.3.2)
\[
x^4+y^4 = u^2 \quad (x > 0, y > 0, u > 0)
\]
has a solution, Then $(x, y) = 1$, for otherwise we can divide through by $(x, y)^4$ and so replace $u$ by a smaller number. Hence at least one of $x$ and $y$, is odd, and
\[
u^2 = x^4+y^4 \equiv 1 \text{ or } 2 \pmod{4}.
\]
Since \( u^2 \equiv 2 \pmod{4} \) is impossible, \( u \) is odd, and just one of \( x \) and \( y \) is even.

If \( x \), say, is even, then, by Theorem 225,

\[
x^2 = 2ab, \quad y^2 = a^2 - b^2, \quad u = a^2 + b^2, \quad a > 0, \ b > 0, \ (a, b) = 1,
\]

and \( a \) and \( b \) are of opposite parity. If \( a \) is even and \( b \) odd, then

\[
y^2 \equiv -1 \pmod{4},
\]

which is impossible; so that \( a \) is odd and \( b \) even, say \( b = 2c \).

Next

\[
(\frac{1}{2}x)^2 = UC \quad (a, c) = 1;
\]

and so

\[
a = d^2, \quad c = f^2, \quad d > 0, \ f > 0, \ (d, f) = 1,
\]

and \( d \) is odd. Hence

\[
y^2 = a^2 - b^2 = d^4 - 4f^4,
\]

and no two of \( 2f^2, y, d^2 \) have a common factor.

Applying Theorem 225 again, we obtain

\[
2f^2 = 2lm, \ d^2 = l^2 + m^2, \ l > 0, \ m > 0, \ (l, m) = 1.
\]

Since

\[
f^2 = lm, \quad (l, m) = 1,
\]

we have

\[
1 = r^2, \ m = s^2 \quad (r > 0, \ s > 0),
\]

and so

\[
r^4 + s^4 = d^2.
\]

But

\[
d \leq d^2 = a \leq a^2 < a^2 + b^2 = u,
\]

and so \( u \) is not the least number for which (13.3.2) is possible. This contradiction proves the theorem.

The method of proof which we have used, and which was invented and applied to many problems by Fermat, is known as the ‘method of descent’. If a proposition \( P(n) \) is true for some positive integer \( n \), there is a smallest such integer. If \( P(n) \), for any positive \( n \), implies \( P(n') \) for some smaller positive \( n' \), then there is no such smallest integer; and the contradiction shows that \( P(n) \) is false for every \( n \).

13.4. The equation \( x^3 + y^3 = z^3 \). If Fermat’s theorem is true for some \( n \), it is true for any multiple of \( n \), since \( x^n + y^n = z^n \) is

\[
(x^3)^n + (y^3)^n = (z^3)^n.
\]

The theorem is therefore true generally if it is true (a) when \( n = 4 \) (as we have shown) and (b) when \( n \) is an odd prime. The only case of (b) which we can discuss here is the case \( n = 3 \).
The natural method of attack, after Ch. XII, is to write Fermat's equation in the form
\[(x+y)(x+\rho y)(x+\rho^2 y) = z^3,\]
and consider the structure of the various factors in \(k(\rho)\). As in § 13.3, we prove rather more than Fermat's theorem.

**Theorem 227.** There are no solutions of
\[\xi^3 + \eta^3 + \zeta^3 = 0 \quad (\xi \neq 0, \eta \neq 0, \zeta \neq 0)\]
in integers of \(k(p)\). In particular, there are no solutions of
\[x^3 + y^3 = z^3\]
in rational integers, except the trivial solutions in which one of \(x, y, z\) is 0.

In the proof that follows, Greek letters denote integers in \(k(p)\), and \(\lambda\) is the prime \(1-\rho\).† We may plainly suppose that
\[(\eta, \xi) = (\zeta, \xi) = (\xi, \eta) = 1.\]

We base the proof on four lemmas (Theorems 228-31).

**Theorem 228.** If \(\omega\) is not divisible by \(\lambda\), then
\[\omega^3 \equiv \pm 1 \pmod{\lambda^4}.\]

Since \(\omega\) is congruent to one of 0, 1, -1, by Theorem 222, and \(\lambda \not| \omega\), we have
\[\omega \equiv \pm 1 \pmod{\lambda^4}.\]

We can therefore choose \(\alpha = \pm \omega\) so that
\[\alpha \equiv 1 \pmod{\lambda}, \quad \alpha = 1 + \beta \lambda.\]
Then
\[\pm (\omega^3 + 1) = \alpha^3 - 1 = (\alpha - 1)(\alpha - \rho)(\alpha - \rho^2) = \beta \lambda (\beta \lambda + 1 - \rho)(\beta \lambda + 1 - \rho^2) = \lambda^3 \beta (\beta + 1)(\beta - \rho^2),\]
since \(1 - \rho^2 = \lambda(1 + \rho) = -\lambda \rho^2\). Also
\[\beta^2 \equiv 1 \pmod{\lambda},\]
so that
\[\beta (\beta + 1)(\beta - \rho^2) \equiv \beta (\beta + 1)(\beta - 1) \pmod{\lambda}.\]
But one of \(\beta, \beta + 1, \beta - 1\) is divisible by \(\lambda\), by Theorem 222; and so
\[\pm (\omega^3 + 1) \equiv 0 \pmod{\lambda^4}\]
or
\[\omega^3 \equiv \pm 1 \pmod{\lambda^4}.\]

**Theorem 229.** If \(\xi^3 + \eta^3 + \zeta^3 = 0\), then one of \(\xi, \eta, \zeta\) is divisible by \(\lambda\).

Let us suppose the contrary. Then
\[0 = \xi^3 + \eta^3 + \zeta^3 \equiv \pm 1 \pm 1 \pm 1 \pmod{\lambda^4},\]
and so \(\pm 1 \equiv 0\) or \(\pm 3 \equiv 0\), i.e. \(\lambda^4 \mid 1\) or \(\lambda^4 \mid 3\). The first hypothesis is

† See Theorem 221.
untenable because $\lambda$ is not a unity; and the second because 3 is an associate of $\lambda^2$ and therefore not divisible by $\lambda^4$. Hence one of $\xi, \eta, \zeta$ must be divisible by $\lambda$.

We may therefore suppose that $\lambda \nmid \zeta$, and that

$$\zeta = \lambda^n \gamma,$$

where $\lambda \nmid \gamma$. Then $\lambda \nmid \xi, \lambda \nmid \eta$, by (13.4.1), and we have to prove the impossibility of

$$\xi^3 + \eta^3 + \lambda^3 n \gamma^3 = 0,$$

where

$$(\xi, \eta) = 1, \; n \geq 1, \; \lambda \nmid \xi, \; \lambda \nmid \eta, \; \lambda \nmid \gamma.$$  

It is convenient to prove more, viz. that

$$\xi^3 + \eta^3 + \epsilon \lambda^3 n \gamma^3 = 0$$

cannot be satisfied by any $\xi, \eta, \gamma$ subject to (13.4.3) and any unity $\epsilon$.

**Theorem 230.** If $\xi, \eta,$ and $\gamma$ satisfy (13.4.3) and (13.4.4), then $n \geq 2$.

By Theorem 228,

$$-\epsilon \lambda^3 n \gamma^3 = \xi^3 + \eta^3 \equiv \pm 1 \pm 1 \pmod{\lambda^4}.$$  

If the signs are the same, then

$$-\epsilon \lambda^3 n \gamma^3 \equiv \pm 2 \pmod{\lambda^4},$$

which is impossible because $\lambda \nmid 2$. Hence the signs are opposite, and

$$-\epsilon \lambda^3 n \gamma^3 \equiv 0 \pmod{\lambda^4}.$$  

Since $\lambda \nmid \gamma$, $n \geq 2$.

**Theorem 231.** If (13.4.4) is possible for $n = m > 1$, then it is possible for $n = m-1$.

Théorem 231 represents the critical stage in the proof of Theorem 227; when it is proved, Theorem 227 follows immediately. For if (13.4.4) is possible for any $n$, it is possible for $n = 1$, in contradiction to Theorem 230. The argument is another example of the 'method of descent'.

Our hypothesis is that

$$-\epsilon \lambda^{3m} \gamma^3 = (\xi + \eta)(\xi + \rho \eta)(\xi + \rho^2 \eta).$$

The differences of the factors on the right are

$$\eta \lambda, \; \rho \eta \lambda, \; \rho^2 \eta \lambda,$$

all associates of $\eta \lambda$. Each of them is divisible by $\lambda$ but not by $\lambda^2$ (since $\lambda \nmid \eta$).

Since $m \geq 2$, $3m > 3$, and one of the three factors must be divisible by $\lambda^2$. The other two factors must be divisible by $\lambda$ (since the differences

† **Theorem 223**.
are divisible), but not by $\lambda^2$ (since the differences are not). We may suppose that the factor divisible by $\lambda^2$ is $\xi + \eta$; if it were one of the other factors, we could replace $\eta$ by one of its associates. We have then
\begin{align*}
\xi + \eta &= \lambda^{3m-2}\kappa_1, & \xi + \rho \eta &= \lambda \kappa_2, & \xi + \rho^2 \eta &= \lambda \kappa_3,
\end{align*}
where none of $\kappa_1, \kappa_2, \kappa_3$ is divisible by $\lambda$.

If $\delta | \kappa_2$ and $\delta | \kappa_3$, then $\delta$ also divides

$$
\kappa_2 - \kappa_3 = \rho \eta
$$

and

$$
\rho \kappa_3 - \rho^2 \kappa_2 = \rho \xi,
$$

and therefore both $\xi$ and $\eta$. Hence $\delta$ is a unity and $(\kappa_2, \kappa_3) = 1$.

Similarly $(\kappa_3, \kappa_1) = 1$ and $(\kappa_1, \kappa_2) = 1$.

Substituting from (13.4.6) into (13.4.5), we obtain
\begin{align*}
-\epsilon \gamma^3 &= \kappa_1 \kappa_2 \kappa_3.
\end{align*}

Hence each of $\kappa_1, \kappa_2, \kappa_3$ is an associate of a cube, so that
\begin{align*}
\xi + \eta &= \lambda^{3m-2}\kappa_1 = \epsilon_1 \lambda^{3m-2}\theta^3, & \xi + \rho \eta &= \epsilon_2 \lambda \phi^3, & \xi + \rho^2 \eta &= \epsilon_3 \lambda \psi^3,
\end{align*}
where $\theta, \phi, \psi$ have no common factor and are not divisible by $\lambda$, and $\epsilon_1, \epsilon_2, \epsilon_3$ are unities. It follows that
\begin{align*}
0 &= (1 + \rho + \rho^2)(\xi + \eta) = \xi + \eta + \rho(\xi + \rho \eta) + \rho^2(\xi + \rho^2 \eta) \\
&= \epsilon_1 \lambda^{3m-2}\theta^3 + \epsilon_2 \lambda \phi^3 + \epsilon_3 \lambda \psi^3;
\end{align*}
and so that
\begin{align*}
\phi^3 + \epsilon_4 \psi^3 &= 0,
\end{align*}
where $\epsilon_4 = \epsilon_3 \rho / \epsilon_2$ and $\epsilon_5 = \epsilon_1 / \epsilon_2 \rho$ are also unities.

Now $m \geq 2$ and so
\begin{align*}
\phi^3 + \epsilon_4 \psi^3 &\equiv 0 \pmod{\lambda^2}
\end{align*}
(in fact, $\mod \lambda^3$). But $\lambda \nmid \phi$ and $\lambda \nmid \psi$, and therefore, by Theorem 228,
\begin{align*}
\phi^3 &\equiv \pm 1 \pmod{\lambda^2}, & \psi^3 &\equiv \pm 1 \pmod{\lambda^2}
\end{align*}
(in fact, $\mod \lambda^4$). Henae
\begin{align*}
\pm 1 \pm \epsilon_4 &\equiv 0 \pmod{\lambda^2}.
\end{align*}
Here $\epsilon_4$ is $\pm 1$, $\pm \rho$, or $\pm \rho^2$. But none of
\begin{align*}
\pm 1 \pm \rho, & \quad \pm 1 \pm \rho^2
\end{align*}
is divisible by $\lambda^2$, since each is an associate of 1 or of $\lambda$; and therefore $\epsilon_4 = \pm 1$.

If $\epsilon_4 = 1$, (13.4.7) is an equation of the type required. If $\epsilon_4 = -1$, we replace $\psi$ by $-\psi$. In either case we have proved Theorem 231 and therefore Theorem 227.
13.5. The equation $x^3 + y^3 = 3z^3$. Almost the same reasoning will prove

Theorem 232. The equation

$$x^3 + y^3 = 323$$

has no solutions in integers, except the trivial solutions in which $z = 0$.

The proof is, as might be expected, substantially the same as that of Theorem 227, since 3 is an associate of $\lambda^2$. We again prove more, viz. that there are no solutions of

$$(13.5.1) \quad \xi^3 + \eta^3 + \epsilon \lambda^{3n+2} \gamma^3 = 0,$$

where

$$\left( \xi, \eta \right) = 1, \quad \lambda \nmid \gamma,$$

in integers of $k(p)$. And again we prove the theorem by proving two propositions, viz.

(a) if there is a solution, then $n > 0$;

(b) if there is a solution for $n = m \geq 1$, then there is a solution for $n = m-1$;

which are contradictory if there is a solution for any $n$.

We have

$$\left( \xi + \eta \right) \left( \xi + \rho \eta \right) \left( \xi + \rho^2 \eta \right) = -\epsilon \lambda^{3m+2} \gamma^3.$$ 

Hence at least one factor on the left, and therefore every factor, is divisible by $\lambda$; and hence $m > 0$. It then follows that $3m+2 > 3$ and that one factor is divisible by $\lambda^2$, and (as in § 13.4) only one. We have therefore

$$\xi + \eta = \lambda^{3m} \kappa_1, \quad \xi + \rho \eta = \lambda \kappa_2, \quad \xi + \rho^2 \eta = \lambda \kappa_3,$$

the $\kappa$ being coprime in pairs and not divisible by $\lambda$.

Hence, as in § 13.4, $-\epsilon \gamma^3 = \kappa_1 \kappa_2 \kappa_3,$

and $\kappa_1, \kappa_2, \kappa_3$ are the associates of cubes, so that

$$\xi + \eta = \epsilon_1 \lambda^{3m} \theta^3, \quad \xi + \rho \eta = \epsilon_2 \lambda \phi^3, \quad \xi + \rho^2 \eta = \epsilon_3 \lambda \psi^3.$$ 

It then follows that

$$0 = \xi + \eta + \rho(\xi + \rho \eta) + \rho^2(\xi + \rho^2 \eta) = \epsilon_1 \lambda^{3m} \theta^3 + \epsilon_2 \rho \lambda \phi^3 + \epsilon_3 \rho^2 \lambda \psi^3,$$

and the remainder of the proof is the same as that of Theorem 227.

It is not possible to prove in this way that

$$(13.5.2) \quad \xi^3 + \gamma^3 + \epsilon \lambda^{3n+1} \gamma^3 \neq 0.$$ 

In fact

$$1^3 + 2^3 + 9(-1)^3 = 0$$

and, since $9 = \rho \lambda^4$,† this equation is of the form (13.5.2). The reader will find it instructive to attempt the proof and observe where it fails.

† See the proof of Theorem 223.
13.6. The expression of a rational as a sum of rational cubes.

Theorem 232 has a very interesting application to the ‘additive’ theory of numbers.

The typical problem of this theory is as follows. Suppose that $x$ denotes an arbitrary member of a specified class of numbers, such as the class of positive integers or the class of rationals, and $y$ is a member of some sub-class of the former class, such as the class of integral squares or rational cubes. Is it possible to express $x$ in the form

$$x = y_1 + y_2 + \ldots + y_k;$$

and, if so, how economically, that is to say with how small a value of $k$?

For example, suppose $x$ a positive integer and $y$ an integral square. Lagrange’s Theorem 369† shows that every positive integer is the sum of four squares, so that we may take $k = 4$. Since 7, for example, is not a sum of three squares, the value 4 of $k$ is the least possible or the ‘correct’ one.

Here we shall suppose that $x$ is a positive rational, and $y$ a non-negative rational cube, and we shall show that the ‘correct’ value of $k$ is 3.

In the first place we have, as a corollary of Theorem 232,

**Theorem 233.** There are positive rationals which are not sums of two non-negative rational cubes.

For example, 3 is such a rational. For

$$\frac{a^3}{b} + \frac{c^3}{d^3} = 3$$

involves

$$(ad)^3 + (bc)^3 = 3(bd)^3,$$

in contradiction to Theorem 232.‡

In order to show that 3 is an admissible value of $k$, we require another theorem of a more elementary character.

**Theorem 234.** Any positive rational is the sum of three positive rational cubes.

We have to solve

(13.6.1) $$r = x^3 + y^3 + z^3,$$

where $r$ is given, with positive rational $x$, $y$, $z$. It is easily verified that

$$x^3 + y^3 + z^3 = (x + y + z)^3 - 3(y + z)(z + x)(x + y)$$

† Proved in various ways in Ch. XX.

‡ Theorem 227 shows that 1 is not the sum of two positive rational cubes, but it is of course expressible as $0^3 + 1^3$. 

and so (13.6.1) is equivalent to
\[(x+y+z)^3 - 3(y+z)(z+x)(x+y) = r.\]
If we write \(X = y+z, Y = z+x, Z = x+y\), this becomes
\[(13.6.2) \quad (X+Y+Z)^3 - 24XYZ = 8r.\]
If we put
\[(13.6.3) \quad u = \frac{X+Z}{Z}, \quad v = \frac{Y}{Z},\]
(13.6.2) becomes
\[(13.6.4) \quad (u+v)^3 - 24v(u-1) = 8rZ^{-3}.\]
Next we restrict \(Z\) and \(v\) to satisfy
\[(13.6.5) \quad r = 3Z^3v,\]
so that (13.6.4) reduces to
\[(13.6.6) \quad (u+v)^3 = 24uv.\]
To solve (13.6.6), we put \(u = vt\) and find that
\[(13.6.7) \quad u = \frac{24t^2}{(t+1)^3}, \quad v = \frac{24t}{(t+1)^3}.\]
This is a solution of (13.6.6) for every rational \(t\). We have still to satisfy (13.6.5), which now becomes
\[r(t+1)^3 = 722%.\]
If we put \(t = r/(72w^3)\), where \(w\) is any rational number, we have \(Z = w(t+1)\). Hence a solution of (13.6.2) is
\[(13.6.8) \quad x = (u-1)Z, \quad Y = vZ, \quad Z = w(t+1),\]
where \(u, v\) are given by (13.6.7) with \(t = rw^{-3}/72\). We deduce the solution of (13.6.1) by using
\[(13.6.9) \quad 2x = Y+Z-X, \quad 2y = Z+X-Y, \quad 22 = X+Y-Z.\]
To complete the proof of Theorem 234, we have to show that we can choose \(w\) so that \(x, y, z\) are all positive. If \(w\) is taken positive, then \(t\) and \(Z\) are positive. Now, by (13.6.8) and (13.6.9) we have
\[\frac{2x}{Z} = v-f-1-(u-1) = 2+v-u, \quad \frac{2y}{Z} = u-v, \quad \frac{2z}{Z} = u+v-2.\]
These are all positive provided that
\[u > v, \quad u-v < 2 < u+v,\]
that is \(t > 1, \quad 12t(t-1) < (t+1)^3 < 12t(t+1)\).
These are certainly true if \( t \) is a little greater than 1, and we may choose \( w \) so that
\[
t = \frac{r}{72w^3}
\]
satisfies this requirement. (In fact, it is enough if \( 1 < t \leq 2 \).)

Suppose for example that \( r = \frac{2}{3} \). If we put \( w = \frac{1}{6} \) so that \( t = 2 \), we have
\[
\frac{2}{3} = (\frac{1}{3})^3 + (\frac{2}{3})^3 + (\frac{1}{3})^3.
\]
The equation
\[
1 = (\frac{1}{3})^3 + (\frac{3}{3})^3 + (\frac{1}{3})^3,
\]
which is equivalent to
\[
(13.6.10) \quad 6^3 = 3^3 + 4^3 + 5^3,
\]
is even simpler, but is not obtainable by this method.

**13.7. The equation** \( x^3 + y^3 + z^3 = t^3 \). There are a number of other Diophantine equations which it would be natural to consider here; and the most interesting are
\[
(13.7.1) \quad x^3 + y^3 + z^3 = t^3
\]
and
\[
(13.7.2) \quad x^3 + y^3 = u^3 + v^3.
\]
The second equation is derived from the first by writing \(-u, v\) for \( z, t \).

Each of the equations gives rise to a number of different problems, since we may look for solutions in (a) integers or (b) rationals, and we may or may not be interested in the signs of the solutions. The simplest problem (and the only one which has been solved completely) is that of the solution of the equations in positive or negative rationals. For this problem, the equations are equivalent, and we take the form (13.7.2). The complete solution was found by Euler and simplified by Binet.

If we put
\[
x = X - Y, \quad y = X + Y, \quad u = u - v, \quad v = U + V,
\]
(13.7.2) becomes
\[
(13.7.3) \quad X(X^2 + 3Y^2) = U(U^2 + 3V^2).
\]
We suppose that \( X \) and \( Y \) are not both 0. We may then write
\[
\frac{U + V\sqrt{(-3)}}{X + Y\sqrt{(-3)}} = a + b\sqrt{(-3)}, \quad \frac{U - V\sqrt{(-3)}}{X - Y\sqrt{(-3)}} = a - b\sqrt{(-3)},
\]
where \( a, b \) are rational. From the first of these
\[
(13.7.4) \quad U = aX - 3bY, \quad V = bX + aY,
\]
while (13.7.3) becomes
\[
X = U(a^2 + 3b^2).
This last, combined with the first of (13.7.4), gives us
\[ cx = dY, \]
where
\[ c = a(a^2 + 3b^2) - 1, \quad d = 3b(a^2 + 3b^2). \]
If \( c = d = 0 \), then \( b = 0 \), \( a = 1 \), \( X = U \), \( Y = V \). Otherwise
\[ (13.7.5) \quad X = \lambda d = 3\lambda b(a^2 + 3b^2), \quad Y = Xc = \lambda \{a(a^2 + 3b^2) - 1\}, \]
where \( \lambda \neq 0 \). Using these in (13.7.4), we find that
\[ (13.7.6) \quad U = 3\lambda b, \quad V = \lambda \{(a^2 + 3b^2)^2 - a\}. \]

Hence, apart from the two trivial solutions
\[ X = Y = U = 0; \quad x = U, \; Y = v, \]
every rational solution of (13.7.3) takes the form given in (13.7.5) and (13.7.6) for appropriate rational \( \lambda, a, b \).

Conversely, if \( \lambda, a, b \) are any rational numbers and \( X, Y, U, V \) are defined by (13.7.5) and (13.7.6), the formulae (13.7.4) follow at once and
\[ U(U^2 + 3V^2) = 3\lambda b\{(aX - 3bY)^2 + 3(bX + aY)^2\} = 3\lambda b(a^2 + 3b^2)(X^2 + 3Y^2) = X(X^2 + 3Y^2). \]

We have thus proved

**Theorem 235. Apart from the trivial solutions**
\[ (13.7.7) \quad x = y = 0, \; u = -v; \quad x = u, \; y = v, \]
the general rational solution of (13.7.2) is given by
\[ (13.7.8) \quad \begin{cases} \lambda = 1 - (a - 3b)(a^2 + 3b^2), & x = \lambda \{(a + 3b)(a^2 + 3b^2) - 1\}, \\ u = \lambda \{(a + 3b) - (a^2 + 3b^2)\}, & v = \lambda \{(a^2 + 3b^2)^2 - (a - 3b)\}, \end{cases} \]
where \( \lambda, a, b \) are any rational numbers except that \( \lambda \neq 0 \).

The problem of finding all integral solutions of (13.7.2) is more difficult. Integral values of \( a, b \) and \( \lambda \) in (13.7.8) give an integral solution, but there is no converse correspondence. The simplest solution of (13.7.2) in positive integers is
\[ (13.7.9) \quad x = 1, \; y = 12, \; u = 9, \; v = 10 \]
corresponding to
\[ a = \frac{10}{19}, \quad b = -\frac{7}{19}, \quad \lambda = -\frac{361}{43}. \]
On the other hand, if we put \( a = b = 1, \; \lambda = \frac{1}{3}, \; we \; have \)
\[ x = 3, \; y = 5, \; u = -4, \; v = 6, \]
equivalent to (13.6.12).

Other simple solutions of (13.7.1) or (13.7.2) are
\[ 1^3 + 6^3 + 8^3 = 9^3, \quad 2^3 + 34^3 = 15^3 + 33^3, \quad 9^3 + 15^3 = 2^3 + 16^3. \]
Ramanujan gave
\[ x = 3a^2 + 5ab - 5b^2, \quad y = 4a^2 - 4ab + 6b^2, \]
\[ z = 5a^2 - 5ab - 3b^2, \quad t = 6a^2 - 4ab + 4b^2 \]
as a solution of (13.7.1). If we take \( a = 2, b = 1 \), we obtain the solution (17, 14, 7, 20). If we take \( a = 1, b = -2 \), we obtain a solution equivalent to (13.7.9). Other similar solutions are recorded in Dickson's History.

Much less is known about the equation
\[(13.7.10) \quad x^4 + y^4 = u^4 + v^4,\]
first solved by Euler. The simplest parametric solution known is
\[(13.7.11) \begin{cases} 
x = a^7 + a^5b^2 - 2a^3b^4 + 3a^2b^5 + ab^6,
\hfill 
y = a^6b - 3a^5b^2 - 2a^4b^4 + a^2b^5 + b^7,
\hfill 
u = a^7 + a^5b^2 - 2a^3b^4 - 3a^2b^5 + ab^6,
u = a^6b + 3a^5b^2 - 2a^4b^4 + a^2b^5 + b^7,\end{cases}\]
but this solution is not in any sense complete. When \( a = 1, b = 2 \) it leads to
\[133^4 + 134^4 = 158^4 + 59^4,\]
and this is the smallest in the sense of equations in integers. Diophantus proved the substance of Theorem 250, who was the first writer to make a systematic study of the solution of equations in integers. Diophantus proved the substance of Theorem 225. Particular solutions had been known to Greek mathematicians from Pythagoras onwards. Heath's Diophantus of Alexandria (Cambridge, 1910)

NOTES ON CHAPTER XIII

§ 13.1. All this chapter, up to § 13.5, is modelled on Landau, Vorlesungen, iii. 201-17.

The phrase 'Diophantine equation' is derived from Diophantus of Alexandria (about A.D. 250), who was the first writer to make a systematic study of the solution of equations in integers. Diophantus proved the substance of Theorem 225. Particular solutions had been known to Greek mathematicians from Pythagoras onwards. Heath's Diophantus of Alexandria (Cambridge, 1910)
includes translations of all the extant works of Diophantus, of Fermat's comments on them, and of many solutions of Diophantine problems by Euler.

There is a very large literature about 'Fermat's last theorem'. In particular we may refer to Bachmann, Das Fermatproblem; Dickson, History, ii, ch. xxvi; Landau, Vorlesungen, iii; Mordell, Three lectures on Fermat's last theorem (Cambridge, 1921); Noguès, Théorème de Fermat, son histoire (Paris, 1932); Vandiver, Report of the committee on algebraic numbers, ii (Washington, 1928), ch. ii, and Amer. Math. Monthly, 53 (1946), 555–78.

The theorem was enunciated by Fermat in 1637 in a marginal note in his copy of Bachet's edition of the works of Diophantus. Here he asserts definitely that he possessed a proof, but the later history of the subject seems to show that he must have been mistaken. A very large number of fallacious proofs have been published.

In view of the remark at the beginning of §13.4, we can suppose that $n = p > 2$.

Kummer (1850) proved the theorem for $n = p$, whenever the odd prime $p$ is 'regular', i.e. when $p$ does not divide the numerator of any of the numbers

$$B_1, B_2, \ldots, B_{4(p-3)},$$

where $B_k$ is the $k$th Bernoulli number defined at the beginning of §7.9. It is known, however, that there is an infinity of 'irregular' $p$. Various criteria have been developed (notably by Vandiver) for the truth of the theorem when $p$ is irregular. The corresponding calculations have been carried out on the high-speed computer SWAC and as a result, the theorem is now known to be true for all $p < 4002$. See Lehmer, Lehmer and Vandiver, Proc. Nat. Acad. Sci (U.S.A.) 40 (1954), 25-33; Vandiver, ibid. 732-5, and Selfridge, Nicol and Vandiver, ibid. 41 (1955), 970–3.

The problem is much simplified if it is assumed that no one of $x$, $y$, $z$ is divisible by $p$. Wieferich proved in 1909 that there are no such solutions unless $2^{p-1} \equiv 1 \pmod{p^2}$, which is true for $p = 1093$ (§6.10) but for no other $p$ less than 2000. Later writers have found further conditions of the same kind and by this means it has been shown that there are no solutions of this kind for $p < 253,747,889$. See Rosser, Bulletin Amer. Math. Soc 46 (1940), 299-304, and 47 (1941), 109-10, and Lehmer and Lehmer, ibid. 47 (1941), 139-42.

§13.3. Theorem 226 was actually proved by Fermat. See Dickson, History, ii, ch. xxii.

§13.4. Theorem 227 was proved by Euler between 1753 and 1770. The proof was incomplete at one point, but the gap was filled by Legendre. See Dickson, History, ii, ch. xxi.

Our proof follows that given by Landau, but Landau presents it as a first exercise in the use of ideals, which we have to avoid.

§13.6. Theorem 234 is due to Richmond, Proc. London Math. Soc. (2) 21 (1923), 401–9. His proof is based on formulae given much earlier by Ryley (The ladies' diary (1825), 35).

Ryley's formulae have been reconsidered and generalized by Richmond [Proc. Edinburgh Math. Soc. (2) 2 (1930), 92-100, and Journal London Math. Soc. 17 (1942), 196–7] and Morde11 [Journal London Math. Soc. 17 (1942), 194–6]. Richmond finds solutions not included in Ryley's; for example,

$$3(1-t+t^2)x = s(1+t^3), \quad 3(1-t+t^2)y = s(3t-1-t^3), \quad 3(1-t+t^2)z = s(3t-3t^2),$$

where $s$ is rational and $t = \frac{3r}{3^3}$. Morde11 solves the more general equation

$$(X+Y+Z)^3 - dXYZ = m,$$
SOME DIOPHANTINE EQUATIONS

of which (13.6.2) is a particular case. Our presentation of the proof is based on Mordell's. There are a number of other papers on cubic Diophantine equations in three variables, by Mordell and B. Segre, in later numbers of the Journal. See also Mordell, A chapter in the theory of numbers (Cambridge 1947), for an account of work on the equation \( y^2 = z^3 + k \).

\( \S \) 13.7. The first results concerning 'equal sums of two cubes' were found by Vieta before 1591. See Dickson, History, ii. 550 et seq. Theorem 235 is due to Euler. Our method follows that of Hurwitz, Math. Werke, 2 (1933), 469-70.

Euler's solution of (13.7.10) is given in Dickson, Introduction, 60-62. His formulae, which are not quite so simple as (13.7.11), may be derived from the latter by writing \( f + g \) and \( f - g \) for \( a \) and \( b \) and dividing by 2. The formulae (13.7.11) themselves were first given by Gérardin, L'Intermédiaire des mathématiciens, 24 (1917), 51. The simple solution here is due to Swinnerton-Dyer, Journal London Math. Soc. 18 (1943), 2-4.

Leech (Proc. Cambridge Phil. Soc. 53 (1957), 778-80) lists numerical solutions of (13.7.2), of (13.7.10), and of several other Diophantine equations.
QUADRATIC FIELDS (1)

14.1. Algebraic fields. In Ch. XII we considered the integers of \( \mathbb{K}(i) \) and \( \mathbb{K}(\rho) \), but did not develop the theory farther than was necessary for the purposes of Ch. XIII. In this and the next chapter we carry our investigation of the integers of quadratic fields a little farther.

An algebraic field is the aggregate of all numbers

\[ R(\vartheta) = \frac{P(\vartheta)}{Q(\vartheta)}, \]

where \( \vartheta \) is a given algebraic number, \( P(\vartheta) \) and \( Q(\vartheta) \) are polynomials in \( \vartheta \) with rational coefficients, and \( Q(\vartheta) \neq 0 \). We denote this field by \( \mathbb{K}(\vartheta) \). It is plain that sums and products of numbers of \( \mathbb{K}(\vartheta) \) belong to \( \mathbb{K}(\vartheta) \) and that \( \alpha/\beta \) belongs to \( \mathbb{K}(\vartheta) \) if \( \alpha \) and \( \beta \) belong to \( \mathbb{K}(\vartheta) \) and \( \beta \neq 0 \).

In § 11.5, we defined an algebraic number \( \xi \) as any root of an algebraic equation

\[ a_0 x^n + a_1 x^{n-1} + \ldots + a_n = 0, \]

where \( a_0, a_1, \ldots \) are rational integers, not all zero. If \( \xi \) satisfies an algebraic equation of degree \( n \), but none of lower degree, we say that \( \xi \) is of degree \( n \).

If \( n = 1 \), then \( \xi \) is rational and \( \mathbb{K}(\xi) \) is the aggregate of rationals. Hence, for every rational \( \xi, k(f) \) denotes the same aggregate, the field of rationals, which we denote by \( \mathbb{K}(1) \). This field is part of every algebraic field.

If \( n = 2 \), we say that \( \xi \) is 'quadratic'. Then \( \xi \) is a root of a quadratic equation

\[ a_0 x^2 + a_1 x + a_2 = 0 \]

and so

\[ \xi = \frac{a + b \sqrt{m}}{c}, \quad \sqrt{m} = \frac{c \xi - a}{b} \]

for some rational integers \( a, b, c, m \). Without loss of generality, we may take \( m \) to have no squared factor. It is then easily verified that the field \( \mathbb{K}(f) \) is the same aggregate as \( \mathbb{K}(\sqrt{m}) \). Hence it will be enough for us to consider the quadratic fields \( \mathbb{K}(\sqrt{m}) \) for every 'quadratfrei' rational integer \( m \), positive or negative (apart from \( m = 1 \)).

Any member \( \xi \) of \( \mathbb{K}(\sqrt{m}) \) has the form

\[ \xi = \frac{P(\sqrt{m})}{Q(\sqrt{m})} \frac{t + u \sqrt{m}}{v + w \sqrt{m}} = \frac{(t + u \sqrt{m})(v - w \sqrt{m})}{v^2 - w^2 m} \frac{a + b \sqrt{m}}{c} \]
for rational integers $t, u, v, w, a, b, c$. We have $(c \xi - a)^2 = mb^2$, and so $\xi$ is a root of

$$c^2x^2 - 2acx + a^2 - mb^2 = 0.$$ 

Hence $\xi$ is either rational or quadratic; i.e. every member of a quadratic field is either a rational or a quadratic number.

The field $k(\sqrt{m})$ includes a sub-class formed by all the algebraic integers of the field. In § 12.1 we defined an algebraic integer as any root of an equation

$$x^j + c_1x^{j-1} + \ldots + c_j = 0,$$

where $c_1, \ldots, c_j$ are rational integers. We appear then to have a choice in defining the integers of $k(\sqrt{m})$. We may say that a number $\xi$ of $k(\sqrt{m})$ is an integer of $k(\sqrt{m})$ (i) if $\xi$ satisfies an equation of the form (14.1.3) for some $j$, or (ii) if $\xi$ satisfies an equation of the form (14.1.3) with $j = 2$. In the next section, however, we show that the set of integers of $k(\sqrt{m})$ is the same whichever definition we use.

14.2. Algebraic numbers and integers; primitive polynomials.

We say that the integral polynomial

$$f(x) = a_0x^n + a_1x^{n-1} + \ldots + a_n$$

is a primitive polynomial if

$$a_0 > 0, \quad (a_0, a_1, \ldots, a_n) = 1$$

in the notation of p. 20. Under the same conditions, we call (14.1.1) a primitive equation. The equation (14.1.3) is obviously primitive.

**Theorem 236.** An algebraic number $\xi$ of degree $n$ satisfies a unique primitive equation of degree $n$. If $\xi$ is an algebraic integer, the coefficient of $x^n$ in this primitive equation is unity.

For $n = 1$, the first part is trivial; the second part is equivalent to Theorem 206. Hence Theorem 236 is a generalization of Theorem 206. We shall deduce Theorem 236 from

**Theorem 237.** Let $\xi$ be an algebraic number of degree $n$ and let $f(x) = 0$ be a primitive equation of degree $n$ satisfied by $\xi$. Let $g(x) = 0$ be any primitive equation satisfied by $\xi$. Then $g(x) = f(x)h(x)$ for some primitive polynomial $h(x)$ and all $x$.

By the definition of $\xi$ and $n$ there must be at least one polynomial $f(x)$ of degree $n$ such that $f(\xi) = 0$. We may clearly suppose $f(x)$ primitive. Again the degree of $g(x)$ cannot be less than $n$. Hence we
can divide \( g(x) \) by \( f(x) \) by means of the division algorithm of elementary algebra and obtain a quotient \( H(x) \) and a remainder \( K(x) \), such that

\[
g(x) = f(x)H(x) + K(x),
\]

(14.2.2)

\( H(x) \) and \( K(x) \) are polynomials with rational coefficients, and \( K(x) \) is of degree less than \( n \).

If we put \( x = \xi \) in (14.2.2), we have \( K(\xi) = 0 \). But this is impossible, since \( \xi \) is of degree \( n \), unless \( K(x) \) has all its coefficients zero. Hence

\[
g(x) = f(x)H(x).
\]

If we multiply this throughout by an appropriate rational integer, we obtain

\[
cg(x) = f(x)h(x),
\]

(14.2.3)

where \( c \) is a positive integer and \( h(x) \) is an integral polynomial. Let \( d \) be the highest common divisor of the coefficients of \( h(x) \). Since \( g \) is primitive, we must have \( d \mid c \). Hence, if \( d > 1 \), we may remove the factor \( d \); that is, we may take \( h(x) \) primitive in (14.2.3). Now suppose that \( p \mid c \), where \( p \) is prime. It follows that \( f(x)h(x) \equiv 0 \pmod{p} \) and, by Theorem 104 (i), either \( f(x) \equiv 0 \) or \( h(x) \equiv 0 \pmod{p} \). Both are impossible for primitive \( f \) and \( h \) and so \( c = 1 \). This is Theorem 237.

The proof of Theorem 236 is now simple. If \( g(x) = 0 \) is a primitive equation of degree \( n \) satisfied by \( \xi \), then \( h(x) \) is a primitive polynomial of degree \( 0 \); i.e. \( h(x) = 1 \) and \( g(x) = f(x) \) for all \( x \). Hence \( f(x) \) is unique.

If \( \xi \) is an algebraic integer, then \( \xi \) satisfies an equation of the form (14.1.3) for some \( j \geq n \). We write \( g(x) \) for the left-hand side of (14.1.3) and, by Theorem 237, we have

\[
g(x) = f(x)h(x),
\]

where \( h(x) \) is of degree \( j - n \). If \( f(x) = a_0 x^n + \ldots \) and \( h(x) = h_0 x^{j-n} + \ldots \), we have \( 1 = a_0 \), \( h_0 \), and so \( a_0 = 1 \). This completes the proof of Theorem 236.

14.3. The general quadratic field \( k(\sqrt{m}) \). We now define the integers of \( k(\sqrt{m}) \) as those algebraic integers which belong to \( k(\sqrt{m}) \). We use 'integer' throughout this chapter and Ch. XV for an integer of the particular field in which we are working.

With the notation of § 14.1, let

\[
\xi = \frac{a + b\sqrt{m}}{c},
\]

be an integer, where we may suppose that \( c > 0 \) and \( (a, b, c) = 1 \). If \( b = 0 \), then \( \xi = a/c \) is rational, \( c = 1 \), and \( \xi = a \), any rational integer.
If \( b \neq 0 \), \( \xi \) is quadratic. Hence, if we divide (14.1.2) through by \( c^2 \), we obtain a primitive equation whose leading coefficient is 1. Thus \( c \mid 2a \) and \( c^2 \ (a^2 - mb^2) \). If \( d = (a, c) \), we have

\[
d^2 \ a^2 \ c^2, \quad d^2 \ (a^2 - mb^2) \rightarrow d^2 \ mb^2 \rightarrow d \ b,
\]

since \( m \) has no squared factor. But \( (a, b, c) = 1 \) and so \( d = 1 \). Since \( c \mid 2a \), we have \( c = 1 \) or 2.

If \( c = 2 \), then \( a \) is odd and \( mb^2 \equiv a^2 \equiv 1 \mod 4 \), so that \( b \) is odd and \( m \equiv 1 \mod 4 \). We must therefore distinguish two cases.

(i) If \( m \not\equiv 1 \mod 4 \), then \( c = 1 \) and the integers of \( k(\sqrt{m}) \) are

\[
\xi = a + b\sqrt{m}
\]

with rational integral \( a, b \). In this case \( m \equiv 2 \) or \( m \equiv 3 \mod 4 \).

(ii) If \( m \equiv 1 \mod 4 \), one integer of \( k(\sqrt{m}) \) is \( \tau = \frac{1}{2}(\sqrt{m} - 1) \) and all the integers can be expressed simply in terms of this \( \tau \). If \( c = 2 \), we have \( a \) and \( b \) odd and

\[
\xi = \frac{a + b\sqrt{m}}{2} = \frac{a + b}{2} + b\tau = a_1 + (2b_1 + 1)\tau,
\]

where \( a_1, b_1 \) are rational integers. If \( c = 1 \),

\[
\xi = a + b\sqrt{m} = a + b + 2b\tau = a_1 + 2b_1 \tau,
\]

where \( a_1, b_1 \) are rational integers. Hence, if we change our notation a little, the integers of \( k(\sqrt{m}) \) are the numbers \( a + b\tau \) with rational integral \( a, b \).

**Theorem 238.** The integers of \( k(\sqrt{m}) \) are the numbers

\[
a + b\sqrt{m}
\]

when \( m \equiv 2 \) or \( m \equiv 3 \mod 4 \), and the numbers

\[
a + b\tau = a + \frac{1}{2}b(\sqrt{m} - 1)
\]

when \( m \equiv 1 \mod 4 \), \( a \) and \( b \) being in either case rational integers.

The field \( k(i) \) is an example of the first case and the field \( k(\sqrt{-3}) \) of the second. In the latter case

\[
\tau = -\frac{1}{2} + \frac{1}{2}i\sqrt{3} = \rho
\]

and the field is the same as \( k(p) \). If the integers of \( k(6) \) can be expressed as

\[
a + b\phi,
\]

\(\phi\) being a root of the equation \( x^2 + x + 1 = 0 \).
where \( a \) and \( b \) run through the rational integers, then we say that \([1, \phi]\) is a basis of the integers of \( k(\sqrt{6}) \). Thus \([1, i]\) is a basis of the integers of \( k(i) \), and \([1, \rho]\) of those of \( k(\sqrt{(-3)}) \).

### 14.4. Unities and Primes

The definitions of divisibility, divisor, unity, and prime in \( k(\sqrt{m}) \) are the same as in \( k(i) \); thus \( \alpha \) is divisible by \( \beta \), or \( \beta \mid \alpha \), if there is an integer \( y \) of \( k(\sqrt{m}) \) such that \( \alpha = \beta y \).\(^\dagger\) A unity \( \epsilon \) is a divisor of 1, and of every integer of the field. In particular 1 and -1 are unities. The numbers \( \bullet \quad \epsilon_1 \epsilon_2 \) are the associates of \( \xi \), and a prime is a number divisible only by the unities and its associates.

**Theorem 239.** If \( \epsilon_1 \) and \( \epsilon_2 \) are unities, then \( \epsilon_1 \epsilon_2 \) and \( \epsilon_1/\epsilon_2 \) are unities.

There are a \( \delta_1 \) and a \( \delta_2 \) such that \( \epsilon_1 \delta_1 = 1 \), \( \epsilon_2 \delta_2 = 1 \), and

\[
\epsilon_1 \epsilon_2 \delta_1 \delta_2 = 1 \rightarrow \epsilon_1 \epsilon_2 \mid 1.
\]

Hence \( \epsilon_1 \epsilon_2 \) is a unity. Also \( \delta_2 = 1/\epsilon_2 \) is a unity; and so, combining these results, \( \bullet \quad \epsilon / \epsilon \) is a unity.

We call \( \bar{\xi} = r-s\sqrt{m} \) the conjugate of \( \xi = r+s\sqrt{m} \). When \( m < 0 \), \( \bar{\xi} \) is also the conjugate of \( \xi \) in the sense of analysis, \( \xi \) and \( \bar{\xi} \) being conjugate complex numbers; but when \( m > 0 \) the meaning is different.

The norm \( N\xi \) of \( \xi \) is defined by

\[
N\xi = \xi \bar{\xi} = (r+s\sqrt{m})(r-s\sqrt{m}) = r^2 - ms^2.
\]

If \( \xi \) is an integer, then \( N\xi \) is a rational integer. If \( m \equiv 2 \) or 3 \( \pmod{4} \), and \( \xi = a+b\sqrt{m} \), then

\[
N\xi = a^2 - mb^2;
\]

and if \( m \equiv 1 \) \( \pmod{4} \), and \( \xi = a+b\omega \), then

\[
N\xi = (a-\tfrac{1}{2}b)^2 - \tfrac{1}{4}mb^2.
\]

NORMS ARE POSITIVE IN COMPLEX FIELDS, BUT NOT NECESSARILY IN REAL FIELDS. IN ANY CASE \( N(\xi \eta) = N\xi N\eta \).

**Theorem 240.** The norm of a unity is \( \pm 1 \), and every number whose norm is \( \pm 1 \) is a unity.

For (a) \( \epsilon \mid 1 \rightarrow \epsilon \delta = 1 \rightarrow N\epsilon N\delta = 1 \rightarrow \text{Ne} = \pm 1 \),

and (b) \( \xi \bar{\xi} = N\xi = \pm 1 \rightarrow \xi \mid 1 \).

If \( m < 0 \), \( m \equiv -\mu \), then the equations

\[
a^2 + \mu b^2 = 1 \quad (m \equiv 2, 3 \pmod{4}),
\]

\[
(a-\tfrac{1}{2}b)^2 + \frac{1}{4}m b^2 = 1 \quad (m \equiv 1 \pmod{4})
\]

have only a finite number of solutions. This number is 4 in \( k(i) \), 6 in \( k(p) \), and 2 otherwise, since

\[
a = \pm 1, \quad b = O
\]

are the only solutions when \( \mu > 3 \).

\(^\dagger\) If \( \alpha \) and \( \beta \) are rational integers, then \( y \) is rational, and so a rational integer, so that \( \beta \mid \alpha \) then means the same in \( k(\sqrt{(-m)}) \) as in \( k(1) \).
There are an infinity of unities in a real field, as we shall see in a
moment in \( k(\sqrt{2}) \).

\( N_\xi \) may be negative in a real field, but

\[ M_\xi = |N_\xi| \]

is a positive integer, except when \( \xi = 0 \). Hence, repeating the argu-
ments of § 12.7, with \( M_\xi \) in the place of \( N_\xi \) when the field is real, we
go

**Theorem 241.** An integer whose norm is a rational prime is prime.

**Theorem 242.** An integer, not 0 or a unity, can be expressed as a pro-
duct of primes.

The question of the uniqueness of the expression remains open.

14.5. **The unities of** \( k(\sqrt{2}) \). When \( m = 2 \),

\[ N_\xi = a^2 - 2b^2 \]

and

\[ a^2 - 2b^2 = -1 \]

has the solutions 1, 1 and -1, 1. Hence

\[ \omega = 1 + \sqrt{2}, \quad \omega^{-1} = -\bar{\omega} = -1 + \sqrt{2} \]

are unities. It follows, after Theorem 239, that all the numbers

\[ \pm \omega^n, \quad \pm \omega^{-n} \quad (n = 0, 1, 2,...) \]

are unities. There are unities, of either sign, as large or as small as
we please.

**Theorem 243.** The numbers (14.5.1) are the only unities of \( k(\sqrt{2}) \).

(i) We prove first that there is no unity \( \epsilon \) between 1 and \( \omega \). If there
were, we should have

\[ 1 < x + y\sqrt{2} = \epsilon < 1 + \sqrt{2} \]

and

\[ x^2 - 2y^2 = \pm 1; \]

so that

\[ -1 < x - y\sqrt{2} < 1, \]

\[ 0 < 2x < 2 + \sqrt{2}. \]

Hence \( x = 1 \) and \( 1 < 1 + y\sqrt{2} < 1 + \sqrt{2} \), which is impossible for in-
tegral \( y \).

(ii) If \( \epsilon > 0 \), then either \( \epsilon = \omega^n \) or

\[ \omega^n < \epsilon < \omega^{n+1} \]

for some integral \( n \). In the latter case \( \omega^{-n}\epsilon \) is a unity, by Theorem 239,
and lies between 1 and \( \omega \). This contradicts (i); and therefore every
positive \( \epsilon \) is an \( \omega^n \). Since \( -\epsilon \) is a unity if \( \epsilon \) is a unity, this proves the
theorem.
QUADRATIC FIELDS

Since $N\omega = -1$, $N\omega^2 = 1$, we have proved incidentally

**Theorem 244.** All rational integral solutions of

$$x^2 - 2y^2 = 1$$

are given by

$$x + y\sqrt{2} = \pm(1 + \sqrt{2})^{2n},$$

and all of

$$x^2 - 2y^2 = -1$$

by

$$x + y\sqrt{2} = \pm(1 + \sqrt{2})^{2n+1},$$

with $n$ a rational integer.

The equation

$$x^2 - my^2 = 1,$$

where $m$ is positive and not a square, has always an infinity of solutions, which may be found from the continued fraction for $\sqrt{m}$. In this case

$$\sqrt{2} = 1 + \frac{1}{2 + \frac{1}{2 + ...}},$$

the length of the period is 1, and the solution is particularly simple. If the convergents are

$$\frac{p_n}{q_n} = \frac{1}{1 + \frac{3}{2 + \frac{7}{5 + ...}}}, \quad (n = 0, 1, 2,...)$$

then $p_n, q_n,$ and

$$\phi_n = p_n + q_n\sqrt{2}, \quad \psi_n = p_n - q_n\sqrt{2}$$

are solutions of

$$x_n = 2x_{n-1} + x_{n-2}.$$

From $\phi_0 = \omega$, $\phi_1 = \omega^2$, $\psi_0 = -\omega^{-1}$, $\psi_1 = \omega^{-2}$, and

$$\omega^n = 2\omega^{n-1} + \omega^{n-2}, \quad (-\omega)^{-n} = 2(-\omega)^{-n+1} + (-\omega)^{-n+2},$$

it follows that $\phi_n = \omega^{n+1}$, $\psi_n = (-\omega)^{-n-1}$

for all $n$. Hence

$$p_n = \frac{1}{2}(\omega^{n+1} + (-\omega)^{-n-1}) = \frac{1}{2}((1 + \sqrt{2})^{n+1} + (1 - \sqrt{2})^{n+1}),$$

$$q_n = \frac{1}{4}\sqrt{2}(\omega^{n+1} - (-\omega)^{-n-1}) = \frac{1}{4}\sqrt{2}((1 + \sqrt{2})^{n+1} - (1 - \sqrt{2})^{n+1}),$$

and

$$p_n^2 - 2q_n^2 = \phi_n\psi_n = (-1)^{n+1}.$$

The convergents of odd rank give solutions of $x^2 - 2y^2 = 1$ and those of even rank solutions of $x^2 - 2y^2 = -1$.

If $x^2 - 2y^2 = 1$ and $x/y > 0$, then

$$0 < \frac{x}{y} - \sqrt{2} = \frac{1}{y(x + y\sqrt{2})} < \frac{1}{2y\sqrt{2}} < \frac{1}{2y^2}.$$ 

Hence, by Theorem 184, $x/y$ is a convergent. The convergents also give all the solutions of the other equation, but this is not quite so easy to prove. In general, only some of the convergents to $\sqrt{m}$ yield unities of $k(\sqrt{m})$. 

14.6. Fields in which the fundamental theorem is false. The fundamental theorem of arithmetic is true in \( k(1) \), \( k(i) \), \( k(p) \), and (though we have not yet proved so) in \( k(\sqrt{2}) \). It is important to show by examples, before proceeding farther, that it is not true in every \( k(\sqrt{m}) \).

The simplest examples are \( m = -5 \) and (among real fields) \( m = 10 \).

(i) Since \(-5 \equiv 3 \pmod{4}\), the integers of \( k(\sqrt{-5}) \) are \( a+b\sqrt{-5} \).

It is easy to verify that the four numbers

\[ 2, \quad 3, \quad 1+\sqrt{-5}, \quad 1-\sqrt{-5} \]

are prime. Thus

\[ 1+\sqrt{-5} = (a+b\sqrt{-5})(c+d\sqrt{-5}) \]

implies

\[ 6 = (a^2+5b^2)(c^2+5d^2); \]

and \( a^2+5b^2 \) must be 2 or 3, if neither factor is a unity. Since neither 2 nor 3 is of this form, \( 1+\sqrt{-5} \) is prime; and the other numbers may be proved prime similarly. But

\[ 6 = 2 \cdot 3 = (1+\sqrt{-5})(1-\sqrt{-5}), \]

and 6 has two distinct decompositions into primes.

(ii) Since \( 10 \equiv 2 \pmod{4} \), the integers of \( k(\sqrt{10}) \) are \( a+b\sqrt{10} \). In this case

\[ 6 = 2 \cdot 3 = (4+\sqrt{10})(4-\sqrt{10}), \]

and it is again easy to prove that all four factors are prime. Thus, for example,

\[ 2 = (a+b\sqrt{10})(c+d\sqrt{10}) \]

implies

\[ 4 = (a^2-10b^2)(c^2-10d^2), \]

and \( a^2-10b^2 \) must be \( \pm 2 \), if neither factor is a unity. This is impossible because neither of \( \pm 2 \) is a quadratic residue of 10.†

The falsity of the fundamental theorem in these fields involves the falsity of other theorems which are central in the arithmetic of \( k(1) \). Thus, if \( \alpha \) and \( \beta \) are integers of \( k(t) \), without a common factor, there are integers \( \lambda \) and \( \mu \) for which

\[ \alpha \lambda + \beta \mu = 1. \]

This theorem is false in \( k(\sqrt{-5}) \). Suppose, for example, that \( \alpha \) and \( \beta \) are the primes 3 and \( 1+\sqrt{-5} \). Then

\[ 3(a+b\sqrt{-5}) + (1+\sqrt{-5})(c+d\sqrt{-5}) = 1 \]

involves

\[ 3a+c-5d = 1, \quad 3b+c+d = 0 \]

and so

\[ 3a-3b-6d = 1, \]

which is impossible.

† \( 1^2, 2^2, 3^2, 4^2, 5^2, 6^2, 7^2, 8^2, 9^2 \equiv 1, 4, 9, 6, 5, 6, 9, 4, 1 \pmod{10} \).
14.7. Complex Euclidean fields. A simple field is a field in which the fundamental theorem is true. The arithmetic of simple fields follows the lines of rational arithmetic, while in other cases a new foundation is required. The problem of determining all simple fields is very difficult, and no complete solution has been found, though Heilbronn has proved that, when \( m \) is negative, the number of simple fields is finite.

We proved the fundamental theorem in \( k(i) \) and \( k(p) \) by establishing an analogue of Euclid’s algorithm in \( k(1) \). Let us suppose, generally, that the proposition

\[(E) \ 'given \ integers \ y \ and \ \gamma_1, \ with \ \gamma_1 \neq 0, \ then \ there \ is \ an \ integer \ \kappa \ such \ that \]
\[Y = \kappa \gamma_1 + \gamma_2, \quad |N \gamma_2| < |N \gamma_1|’\]

is true in \( k(\sqrt{m}) \). This is what we proved, for \( k(i) \) and \( k(p) \), in Theorems 216 and 219; but we have replaced \( N \gamma \) by \( |N \gamma| \) in order to include real fields. In these circumstances we say that there is a Euclidean algorithm in \( k(\sqrt{m}) \), or that the field is Euclidean.

We can then repeat the arguments of §§ 12.8 and 12.9 (with the substitution of \( |N \gamma| \) for \( N \gamma \)), and we conclude that

**Theorem 245.** The fundamental theorem is true in any Euclidean quadratic field.

The conclusion is not confined to quadratic fields, but it is only in such fields that we have defined \( N \gamma \) and are in a position to state it precisely.

\((E)\) is plainly equivalent to

\[(E') 'given \ any \ \delta \ (integral \ or \ not) \ of \ k(\sqrt{m}), \ there \ is \ an \ integer \ \kappa \ such \ that \]
\[(14.7.1) \quad |N(\delta - \kappa)| < 1 .\]

Suppose now that
\[\delta = r + s \sqrt{m},\]
where \( r \) and \( s \) are rational. If \( m \equiv 1 \ (\mod 4) \) then
\[\kappa = x + y \sqrt{m},\]
where \( x \) and \( y \) are rational integers, and (14.7.1) is

\[(14.7.2) \quad |(r - x)^2 - m(s - y)^2| < 1 .\]

If \( m \equiv 1 \ (\mod 4) \) then
\[\kappa = x + y + \frac{1}{2} y(\sqrt{m} - 1) = x + \frac{1}{2} y + \frac{1}{2} y \sqrt{m},\]
where \( x \) and \( y \) are rational integers, and (14.7.1) is

\[(14.7.3) \quad |(r - x - \frac{1}{2} y)^2 - m(s - \frac{1}{2} y)^2| < 1 .\]

\[\uparrow \text{The form of § 14.3 with } x + y, y \text{ for } a, b.\]
When \( m = -\mu < 0 \), it is easy to determine all fields in which these inequalities can be satisfied for any \( r, s \) and appropriate \( x, y \).

**Theorem 246.** There are just five complex Euclidean quadratic fields, viz. the fields in which

\[
m = -1, -2, -3, -7, -11.
\]

There are two cases.

(i) When \( m \not\equiv 1 \pmod{4} \), we take \( r = \frac{1}{2}, s = \frac{1}{2} \) in (14.7.2); and we require

\[
\frac{1}{2} + \frac{1}{16} \mu < 1,
\]

or \( \mu < 3 \). Hence \( \mu = 1 \) and \( \mu = 2 \) are the only possible cases; and in these cases we can plainly satisfy (14.7.2), for any \( r \) and \( s \), by taking \( x \) and \( y \) to be the integers nearest to \( r \) and \( s \).

(ii) When \( m \equiv 1 \pmod{4} \) we take \( r = \frac{3}{4}, s = \frac{1}{4} \) in (14.7.3). We require

\[
\frac{1}{16} + \frac{1}{16} \mu < 1.
\]

Since \( \mu \equiv 3 \pmod{4} \), the only possible values of \( \mu \) are 3, 7, 11. Given \( s \), there is a \( y \) for which

\[
|2s - y| < \frac{1}{2},
\]

and an \( x \) for which

\[
|r - x - \frac{1}{2} y| < \frac{1}{2};
\]

and then

\[
|(r - x - \frac{1}{2} y)^2 - m(s - \frac{1}{2} y)^2| < \frac{1}{4} + \frac{1}{16} = \frac{15}{16} < 1.
\]

Hence (14.7.3) can be satisfied when \( \mu \) has one of the three values in question.

There are other simple fields, such as \( k(\sqrt{-19}) \) and \( k(\sqrt{-43}) \), which do not possess an algorithm; the condition is sufficient but not necessary for simplicity. The fields corresponding to

\[
m = -1, -2, -3, -7, -11, -19, -43, -67, -163
\]

are simple, and Heilbronn and Linfoot have proved that there is at most one more. Stark has proved that for this field (if it exists)

\[
m < -\exp(2.2 \times 10^7)
\]

but its existence is highly improbable.

**14.8. Real Euclidean fields.** The real fields with an algorithm are more numerous and it is only very recently that they have been completely determined.

**Theorem 247.** \( k(\sqrt{m}) \) is Euclidean when

\[
m = 2, 3, 5, 6, 7, 11, 13, 17, 19, 21, 29, 33, 37, 41, 57, 73
\]

and for no other positive \( m \).

We can plainly satisfy (14.7.2) when \( m = 2 \) or \( m = 3 \), since we can choose \( x \) and \( y \) so that \( |r - x| < \frac{1}{2} \) and \( |s - y| < \frac{1}{2} \). Hence \( k(\sqrt{2}) \) and
$k(\sqrt{3})$ are Euclidean, and therefore simple. We cannot prove Theorem 247 here, but we shall prove

**Theorem 248.** $k(\sqrt{m})$ is Euclidean when

$$m = 2, 3, 5, 6, 7, 13, 17, 21, 29.$$

If we write

$$\lambda = 0, \quad n = m \quad (m \not\equiv 1 \pmod{4}),$$

$$\lambda = \frac{1}{2}, \quad n = \frac{1}{4}m \quad (m \equiv 1 \pmod{4}),$$

and replace 2s by s when $m \equiv 1$, then we can combine (14.7.2) and (14.7.3) in the form

$$(14.8.1) \quad |(r-x-\lambda y)^2 - n(s-y)^2| < 1.$$  

Let us assume that there is no algorithm in $k(\sqrt{m})$. Then (14.8.1) is false for some rationals $r, s$ and all integral $x, y$; and we may suppose that†

$$(14.8.2) \quad 0 \leq r \leq \frac{1}{2}, \quad 0 \leq s \leq \frac{1}{2}.$$  

There is therefore a pair $r, s$, satisfying (14.8.2), such that one or other of

$$[P(x, y)] \quad (r-x-\lambda y)^2 \geq 1+n(s-y)^2,$$

$$[N(x, y)] \quad n(s-y)^2 \geq 1+(r-x-\lambda y)^2$$

is true for every $x, y$. The particular inequalities which we shall use are

$$[P(0, 0)] \quad r^2 \geq 1+ns^2, \quad [N(0, 0)] \quad ns^2 \geq 1+r^2,$$

$$[P(1, 0)] \quad (1-r)^2 \geq 1+ns^2, \quad [N(1, 0)] \quad ns^2 \geq 1+(1-r)^2,$$

$$[P(-1, 0)] \quad (1+r)^2 \geq 1+ns^2, \quad [N(-1, 0)] \quad ns^2 \geq 1+(1+r)^2.$$  

† This is very easy to see when $m \not\equiv 1 \pmod{4}$ and the left-hand side of (14.8.1) is

$$|(r-x)^2 - m(s-y)^2|,$$

for this is unaltered if we write

$$\epsilon_1 r+u, \quad \epsilon_1 x+u, \quad \epsilon_2 s+v, \quad \epsilon_1 y+v,$$

where $\epsilon_1$ and $\epsilon_2$ are each 1 or $-1$, and $u$ and $v$ are integers, for

$$r, \quad x, \quad s, \quad y;$$

and we can always choose $\epsilon_1, \epsilon_2, u, v$ so that $\epsilon_1 r+u$ and $\epsilon_2 s+v$ lie between 0 and 1 inclusive.

The situation is a little more complex when $m \equiv 1 \pmod{4}$ and the left-hand side of (14.8.1) is

$$|(r-x-\frac{1}{2}y)^2 - \frac{1}{4}m(s-y)^2|.$$  

This is unaltered by the substitution of any of

1. $r, x, s, y.$ We first use (1) to make $0 \leq r \leq \frac{1}{2}$; then (2) to make $-1 \leq s \leq 1$; and then, if necessary, (3) to make $0 \leq s \leq 1$. If then $0 < s < \frac{1}{2}$, the reduction is completed. If $\frac{1}{2} < s < 1$, we end by using (4), as we can do because $\frac{1}{2} - r$ lies between 0 and $\frac{1}{2}$ if $r$ does so.
One at least of each of these pairs of inequalities is true for some \( r \) and \( s \) satisfying (14.8.2). If \( r = s = 0 \), \( P(O, O) \) and \( N(O, 0) \) are both false, so that this possibility is excluded.

Since \( r \) and \( s \) satisfy (14.8.2), and are not both 0, \( P(0, 0) \) and \( P(1, 0) \) are false; and therefore \( N(O, 0) \) and \( N(1, 0) \) are true. If \( P(-1, 0) \) were true, then \( N(1, 0) \) and \( P(-1, 0) \) would give

\[
(1 + r)^2 \geq 1 + ns^2 \geq 2 + (1 - r)^2
\]

and so \( 4r \geq 2 \). From this and (14.8.2) it would follow that \( r = \frac{1}{2} \) and \( ns^2 = \frac{5}{4} \), which is impossible.† Hence \( P(-1, 0) \) is false, and therefore \( N(-1, 0) \) is true. This gives

\[
ns^2 \geq 1 + (1 + r)^2 \geq 2,
\]

and this and (14.8.2) give \( n \geq 8 \).

It follows that there is an algorithm in all cases in which \( n < 8 \), and these are the cases enumerated in Theorem 248.

There is no-algorithm when \( m = 23 \). Take \( r = 0 \), \( s = \frac{7}{23} \). Then (14.8.1) is

\[
|23x^2 - (23y - 7)^2| \leq 23.
\]

Since \( \xi = 23x^2 - (23y - 7)^2 \equiv -49 \equiv -3 \pmod{23} \), \( \xi \) must be -3 or 20, and it is easy to see that each of these hypotheses is impossible. Suppose, for example, that

\[
\xi = 23X^2 - Y^2 = -3.
\]

Then neither \( X \) nor \( Y \) can be divisible by 3, and

\[
X^2 \equiv 1, \ Y^2 \equiv 1, \ \xi \equiv 22 \equiv 1 \pmod{3},
\]

a contradiction.

The field \( k(\sqrt{23}) \), though not Euclidean, is simple; but we cannot prove this here.

**14.9. Real Euclidean fields (continued).** It is naturally more difficult to prove that \( k(\sqrt{m}) \) is not Euclidean for all positive \( m \) except those listed in Theorem 247, than to prove \( k(\sqrt{m}) \) Euclidean for particular values of \( m \). In this direction we prove only

**Theorem 249.** The number of real Euclidean fields \( k(\sqrt{m}) \), where \( m \equiv 2 \) or \( 3 \pmod{4} \), is finite.

† Suppose that \( s = p/q \), where \((p, q) = 1\). If \( m \not\equiv 1 \pmod{4} \), then \( m = n \) and

\[
4mp^4 = 5q^2.
\]

Hence \( p^4 \mid 5 \), so that \( p = 1 \); and \( q^4 \mid 4m \). But \( m \) has no squared factor, and \( 0 < s < \frac{1}{4} \).

Hence \( q = 2 \), \( s = \frac{1}{2} \), and \( m = 5 \equiv 1 \pmod{4} \), a contradiction.

If \( m \equiv 1 \pmod{4} \), then \( m = 4n \) and

\[
mp^4 = 5q^2.
\]

From this we deduce \( p = 1 \), \( q = 1 \), \( s = 1 \), in contradiction to (14.8.2).
Let us suppose \( k(\sqrt{m}) \) Euclidean and \( m \not\equiv 1 \pmod{4} \). We take \( r = 0 \) and \( s = t/m \) in (14.7.2), where \( t \) is an integer to be chosen later. Then there are rational integers \( x, y \) such that

\[
\left| x^2 - m \left( \frac{y - t}{m} \right)^2 \right| < 1, \quad \left| (my - t)^2 - mx^2 \right| < m.
\]

Since \( (my - t)^2 - mx^2 \equiv t^2 \pmod{m} \), there are rational integers \( x, y \) such that

(14.9.1) \( z^2 - mx^2 \equiv t^2 \pmod{m} \), \( \left| z^2 - mx^2 \right| < m \).

If \( m \equiv 3 \pmod{4} \), we choose \( t \) an odd integer such that

\[ 5m < t^2 < 6m, \]

as we certainly can do if \( m \) is large enough. By (14.9.1), \( z^2 - mx^2 \) is equal to \( t^2 - 5m \) or to \( t^2 - 6m \), so that one of

(14.9.2) \( t^2 - z^2 = m(5-x^2), \quad t^2 - z^2 = m(6-x^2) \)

is true. But, to modulus 8,

\[
t^2 \equiv 1, \quad z^2, x^2 \equiv 0, 1, \text{or } 4, \quad m \equiv 3 \text{ or } 7; \quad t^2 - z^2 \equiv 0, 1, \text{or } 5, \quad 5-x^2 \equiv 1, 4, \text{ or } 5; \quad 6-x^2 \equiv 2, 5, \text{ or } 6; \quad m(5-x^2) \equiv 3, 4, \text{ or } 7; \quad m(6-x^2) \equiv 2, 3, 6, \text{ or } 7; \]

and, however we choose the residues, each of (14.9.2) is impossible.

If \( m \equiv 2 \pmod{4} \), we choose \( t \) odd and such that \( 2m < t^2 < 3m \), as we can if \( m \) is large enough. In this case, one of

(14.9.3) \( t^2 - z^2 = m(2-x^2), \quad t^2 - z^2 = m(3-x^2) \)

is true. But, to modulus 8, \( m \equiv 2 \) or 6:

\[
2-x^2 \equiv 1, 2, \text{ or } 6; \quad 3-x^2 \equiv 2, 3, \text{ or } 7; \quad m(2-x^2) \equiv 2, 4, \text{ or } 6; \quad m(3-x^2) \equiv 2, 4, \text{ or } 6;
\]

and each of (14.9.3) is impossible.

Hence, if \( m \equiv 2 \) or \( 3 \pmod{4} \) and if \( m \) is large enough, \( k(\sqrt{m}) \) cannot be Euclidean. This is Theorem 249. The same is, of course, true for \( m \equiv 1 \), but the proof is distinctly more difficult.

\section*{NOTES ON CHAPTER XIV}

§§ 14.1-6. The theory of quadratic fields is developed in detail in Bachmann's \textit{Grundlehren der neueren Zahlentheorie} (Göschen's Lehrbücherei, no. 3, ed. 2, 1931) and Sommer's \textit{Vorlesungen über Zahlentheorie}. There is a French translation of Sommer's book, with the title \textit{Introduction à la théorie des nombres algébriques} (Paris, 1911); and a more elementary account of the theory, with many numerical information.
examples, in Reid's *The elements of the theory of algebraic numbers* (New York, 1910).

§ 14.5. The equation \( x^2 - my^2 = 1 \) is usually called Pell's equation, but this is the result of a misunderstanding. See Dickson, *History*, ii, ch. xii, especially pp. 341, 351, 354. There is a very full account of the history of the equation in Whitford's *The Pell equation* (New York, 1912).

§ 14.7. The work of Heilbronn and Linfoot referred to will be found in the *Quarterly Journal of Math.* (Oxford), 5 (1934), 150–60 and 293–301. Stark's result [Trans. Amer. Math. Soc. 122 (1966), 112–9] is an improvement of Lehmer's that \( m \geq 5.10^9 \).

§ 14.8-9. Theorem 247 is essentially due to Chatland and Davenport [Canadian Journal of Math. 2 (1950), 289–96]. Davenport [Proc. London Math. Soc. (2) 53 (1951), 65–82] showed that \( k(\sqrt{m}) \) cannot be Euclidean if \( m > 2^{14} = 16384 \), which reduced the proof of Theorem 247 to the study of a finite number of values of \( m \). Chatland [Bulletin Amer. Math. Soc. 55 (1949), 948–53] gives a list of references to previous results, including a mistaken announcement by another that \( k(\sqrt{97}) \) was Euclidean. Barnes and Swinnerton-Dyer [Acta Math. 87 (1952), 259–323] show that \( k(\sqrt{97}) \) is not, in fact, Euclidean.


The problem of determining all \( m \) for which \( h(\sqrt{m}) \) is simple is very much more difficult and so far unsolved.
15.1. The primes of \( k(i) \). We begin this chapter by determining the primes of \( k(i) \) and a few other simple quadratic fields.

If \( \pi \) is a prime of \( k(\sqrt{m}) \), then
\[
\pi | N\pi = \pi \bar{\pi}
\]
and \( \pi | N\pi \). There are therefore positive rational integers divisible by \( \pi \). If \( z \) is the least such integer, \( z = z_1 z_2 \), and the field is simple, then
\[
\pi | z_1 z_2 \rightarrow \pi | z_1 \text{ or } \pi | z_2,
\]
a contradiction unless \( z_1 \) or \( z_2 \) is 1. Hence \( z \) is a rational prime. Thus \( \pi \) divides at least one rational prime \( p \). If it divides two, say \( p \) and \( p' \), then
\[
\pi | p, \pi | p' \rightarrow \pi | px - p'y = 1
\]
for appropriate \( x \) and \( y \), a contradiction.

**Theorem 250.** Any prime \( \pi \) of a simple field \( k(\sqrt{m}) \) is a divisor of just one positive rational prime.

The primes of a simple field are therefore to be determined by the factorization, in the field, of rational primes.

We consider \( k(i) \) first. If
\[
\pi = a + bi | p, \quad \pi \lambda = p,
\]
then
\[
N\pi N\lambda = p^2.
\]

Either \( N\lambda = 1 \), when \( \lambda \) is a unity and \( \pi \) an associate of \( p \), or
\begin{equation}
N\pi = a^2 + b^2 = p.
\end{equation}

(i) If \( p = 2 \), then
\[
p = 1^2 + 1^2 = (1+i)(1-i) = i(1-i)^2.
\]
The numbers \( 1+i, -1+i, -1-i, 1-i \) (which are associates) are primes of \( k(i) \).

(ii) If \( p = 4n+3 \), (15.1.1) is impossible, since a square is congruent to 0 or 1 (mod 4). Hence the primes \( 4n+3 \) are primes of \( k(i) \).

(iii) If \( p = 4n+1 \), then
\[
\left( \frac{-1}{p} \right) = 1,
\]
by Theorem 82, and there is an \( x \) for which
\[
P | x^2 + 1, \quad P | (x+i)(x-i).
\]
If $p$ were a prime of $k(i)$, it would divide $x+i$ or $x-i$, and this is false, since the numbers
\[ \frac{x \pm i}{p} \]
are not integers. Hence $p$ is not a prime. It follows that $p = \pi \lambda$, where $\pi = a+bi$, $\lambda = a-bi$, and
\[ N\pi = a^2 + b^2 = p. \]
In this case $p$ can be expressed as a sum of two squares.

The prime divisors of $p$ are
\[ \pi, i\pi, -\pi, -i\pi, \lambda, i\lambda, -\lambda, -i\lambda, \]
and any of these numbers may be substituted for $\pi$. The eight variations correspond to the eight equations
\[ (\pm a)^2 + (\pm b)^2 = (\pm b)^2 + (\pm a)^2 = p. \]
And if $p = c^2 + d^2$ then $c+id \mid p$, so that $c+id$ is one of the numbers (151.1.2). Hence, apart from these variations, the expression of $p$ as a sum of squares is unique.

**Theorem 251.** A rational prime $p = 4n+1$ can be expressed as a sum $a^2 + b^2$ of two squares.

**Theorem 252.** The primes of $k(i)$ are
1. $1 + i$ and its associates,
2. the rational primes $4n+3$ and their associates,
3. the factors $a+bi$ of the rational primes $4n+1$.

**15.2. Fermat's theorem in $k(i)$**. As an illustration of the arithmetic of $k(i)$, we select the analogue of Fermat's theorem. We consider only the analogue of Theorem 71 and not that of the more general Fermat-Euler theorem. It may be worth repeating that $y \ (\alpha - \beta)$ and $\alpha \equiv \beta \pmod{\kappa}$ mean, when we are working in the field $k(9)$, that $\alpha - \beta = \kappa \gamma$, where $\kappa$ is an integer of the field.

We denote rational primes $4n+1$ and $4n+3$ by $p$ and $q$ respectively, and a prime of $k(i)$ by $\pi$. We confine our attention to primes of the classes (2) and (3), i.e. primes whose norm is odd; thus $\pi$ is a $q$ or a divisor of a $p$. We write
\[ \phi(\pi) = N\pi - 1, \]
so that
\[ \phi(\pi) = p - 1 \ (\pi \mid p), \quad \phi(\pi) = q^2 - 1 \quad (77 = q). \]

**Theorem 2.53.** If $(\alpha, \pi) = 1$, then
\[ \alpha^{\phi(\pi)} \equiv 1 \pmod{\pi}. \]
Suppose that \( \alpha = l + im \). Then, when \( \pi \equiv p, i^p = i \) and
\[
\alpha^p = (l + im)^p \equiv l^p + (im)^p = l^p + im^p \quad \text{(mod } p),
\]
by Theorem 75; and so
\[
\alpha^p \equiv l + im = \alpha \quad \text{(mod } p),
\]
by Theorem 70. The same congruence is true \( \text{mod } \pi \), and we may remove the factor \( \alpha \).

When \( \pi = q, i^q = -i \) and
\[
\alpha^q = (l + im)^q \equiv l^q - im^q \equiv l - im = \bar{\alpha} \quad \text{(mod } q).
\]
Similarly, \( \bar{\alpha}^q \equiv \alpha \), so that
\[
\alpha^q \equiv \alpha, \quad \alpha^{q-1} \equiv 1 \quad \text{(mod } q).
\]

The theorem can also be proved on lines corresponding to those of \$6.1\$. Suppose for example that \( \pi = a + bi \mid p \). The number
\[
(a + bi)(c + di) = ac - bd + i(ad + bc)
\]
is a multiple of \( \pi \) and, since \( (a, b) = 1 \), we can choose \( c \) and \( d \) so that \( ad + bc = 1 \). Hence there is an \( s \) such that
\[
7r \mid s + i.
\]

Now consider the numbers
\[
r = 0, 1, 2, \ldots, N \pi - 1 = a^2 + b^2 - 1,
\]
which are plainly incongruent \( \text{mod } \pi \). If \( x + yi \) is any integer of \( \mathbb{k}(i) \), there is an \( r \) for which
\[
x - sy \equiv r \quad \text{(mod } N \pi); \quad \text{and then} \quad x + yi \equiv y(s + i) + r \equiv r \quad \text{(mod } \pi).
\]
Hence the \( r \) form a ‘complete system of residues’ \( \text{mod } \pi \).

If \( \alpha \) is prime to \( \pi \), then, as in rational arithmetic, the numbers \( \alpha r \) also form a complete system of residues.\( \dagger \) Hence
\[
\prod (\alpha r) \equiv \prod r \quad \text{(mod } \pi),
\]
and the theorem follows as in \$6.1\$.

The proof in the other case is similar, but the ‘complete system’ is constructed differently.

15.3. The primes of \( \mathbb{k}(p) \). The primes of \( \mathbb{k}(p) \) are also factors of rational primes, and there are again three cases.

(1) If \( p = 3 \), then
\[
p = (1 - \rho)(1 - \rho^2) = (1 + \rho)(1 - \rho)^2 = -\rho^2(1 - \rho)^2.
\]
By Theorem 221, \( 1 - \rho \) is a prime.

\( \dagger \) Compare Theorem 58. The proof is essentially the same.
(2) If \( p \equiv 2 \pmod{3} \) then it is impossible that \( N\pi = p \), since
\[
4N\pi = (2a-b)^2 + 3b^2
\]
is congruent to 0 or 1 (mod3). Hence \( p \) is a prime in \( k(p) \).

(3) If \( p \equiv 1 \pmod{3} \) then
\[
\left(\frac{-3}{p}\right) = 1,
\]
by Theorem 96, and \( p \equiv a^2 + 3 \). It then follows as in § 15.1 that \( p \) is
divisible by a prime \( \pi = a + b\sqrt{p} \), and that
\[
p = N\pi = a^2 - ab + b^2.
\]

**Theorem 254.** A rational prime \( 3n+1 \) is expressible in the form
\[
a^2 - ab + b^2.
\]

**Theorem 255.** The primes of \( k(p) \) are

(1) \( 1-p \) and its associates,

(2) the rational primes \( 3n+2 \) and their associates,

(3) the factors \( a + b\sqrt{p} \) of the rational primes \( 3n+1 \).

**15.4. The primes of \( k(\sqrt{2}) \) and \( k(\sqrt{5}) \).** The discussion goes similarly
in other simple fields. In \( k(\sqrt{2}) \), for example, either \( p \) is prime or

\[
N\pi = a^2 - 2b^2 = \pm p.
\]

Every square is congruent to 0, 1, or 4 (mod 8), and (15.4.1) is impossible
when \( p \) is \( 8n+3 \). When \( p \) is \( 8n+1 \), 2 is a quadratic residue of \( p \) by
Theorem 95, and we show as before that \( p \) is factorizable. Finally
\[
2 = (\sqrt{2})^2,
\]
and \( \sqrt{2} \) is prime.

**Theorem 256.** The primes of \( k(\sqrt{2}) \) are (1) \( \sqrt{2} \), (2) the rational primes
\( 8n+3 \), (3) the factors \( a + b\sqrt{2} \) of rational primes \( 8n+1 \) (and the associates
of these numbers).

We consider one more example because we require the results in
§ 15.5. The integers of \( k(\sqrt{5}) \) are the numbers \( a + b\omega \), where \( a \) and \( b \)
are rational integers and

\[
\omega = \frac{1}{2}(1+\sqrt{5}).
\]

The norm of \( a + b\omega \) is
\[
a^2 + ab - b^2.
\]
The numbers
\[
\pm \omega^n \ (n = 0, 1, 2, ...)
\]
are unities, and we can prove as in § 14.5 that there are no more.

The determination of the primes depends upon the equation
\[
N\pi = a^2 + ab - b^2 = p,
\]
(2a+b)^2 - 5b^2 = 4p.

If \( p = 5n \pm 2 \), then \( (2a+b)^2 \equiv \pm 3 \pmod{5} \), which is impossible. Hence these primes are primes in \( k(\sqrt{5}) \).

If \( p = 5n \pm 1 \), then \( \left( \frac{5}{p} \right) = 1 \),

by Theorem 97. Hence \( p \mid (x^2 - 5) \) for some \( x \), and we conclude as before that \( p \) is factorizable. Finally

\[ 5 = (\sqrt{5})^2 = (2\omega - 1)^2. \]

**Theorem 257.** The unities of \( k(\sqrt{5}) \) are the numbers \((15.4.3)\). The primes are (1) \( \sqrt{5} \), (2) the rational primes \( 5n \pm 2 \), (3) the factors \( a + b\omega \) of rational primes \( 5n \pm 1 \) (and the associates of these numbers).

We shall also need the analogue of Fermat’s theorem.

**Theorem 258.** If \( p \) and \( q \) are the rational primes \( 5n \pm 1 \) and \( 5n \pm 2 \) respectively; \( \phi(\pi) = |N\pi| - 1 \), so that

\[ \phi(\pi) = p - 1 \ (p \mid p), \quad \phi(\pi) = q^2 - 1 \ (p = q); \]

and \( (a, \pi) = 1 \); then

\[ (15.4.4) \quad \alpha^{\phi(\pi)} \equiv 1 \pmod{\pi}, \]

\[ (15.4.5) \quad \alpha^{p-1} \equiv 1 \pmod{n}, \]

\[ (15.4.6) \quad \alpha^{q+1} \equiv N\alpha \pmod{q}. \]

Further, if \( \pi, \bar{\pi} \) is the conjugate of \( \pi, (\alpha, \pi) = 1 \) and \( (\alpha, \bar{\pi}) = 1 \), then

\[ (15.4.7) \quad \alpha^{p-1} \equiv 1 \pmod{p}. \]

First, if

\[ 2\alpha = c + d\sqrt{5}, \]

then

\[ 2\alpha^p \equiv (2\alpha)^p = (c + d\sqrt{5})^p \equiv c^p + d^p 5^{(p-1)/2}\sqrt{5} \pmod{p}. \]

But

\[ 5^{(p-1)/2} \equiv \left( \frac{5}{p} \right) \equiv 1 \pmod{p}, \]

\( c^p \equiv c \) and \( d^p \equiv d \). Hence

\[ (15.4.8) \quad 2\alpha^p \equiv c + d\sqrt{5} = 2\alpha \pmod{p}, \]

and a fortiori

\[ (15.4.9) \quad 2\alpha^p \equiv 2\alpha \pmod{\pi}. \]

Since \( (2, \pi) = 1 \) and \( (01, \pi) = 1 \), we may divide by \( 2\alpha \), and obtain \((15.4.5)\). If also \( (\alpha, \bar{\pi}) = 1 \), so that \( (\alpha, \pi) = 1 \), then we may divide \((15.4.8)\) by \( 2\alpha \), and obtain \((15.4.7)\).

Similarly, if \( q > 2 \),

\[ (15.4.10) \quad 2\alpha^q \equiv c - d\sqrt{5} = 2\bar{\alpha}, \quad \alpha^q \equiv \bar{\alpha} \pmod{q}, \]
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(15.4.11) \[ \alpha^{q+1} \equiv \alpha \equiv N \alpha \pmod{q}. \]

This proves (15.4.6). Also (15.4.10) involves

\[ \alpha^2 \equiv \bar{\alpha} \equiv \alpha \pmod{q}, \]

(15.4.12) \[ \alpha^{q-1} \equiv 1 \pmod{q}. \]

Finally (15.4.5) and (15.4.12) together contain (15.4.4).

The proof fails if \( q = 2 \), but (15.4.4) and (15.4.6) are still true. If \( \alpha = e + f\omega \) then one of \( e \) and \( f \) is odd, and therefore \( N\alpha = e^2 + ef - f^2 \) is odd. Also, to modulus 2,

\[ \alpha^2 \equiv e^2 + f^2\omega^2 \equiv e + f(\omega + 1) \equiv e + f(1 - \omega) = e + f\bar{\omega} = \bar{\alpha} \]

and

\[ \alpha^3 \equiv \alpha \bar{\alpha} \equiv Na \equiv 1. \]

We note in passing that our results give incidentally another proof of Theorem 180.

The Fibonacci number is

\[ u_n = \frac{\omega^n - \bar{\omega}^n}{\omega - \bar{\omega}} = \frac{\omega^n - \bar{\omega}^n}{\sqrt{5}}, \]

where \( \omega \) is the number (15.4.2) and \( \bar{\omega} = -1/\omega \) is its conjugate.

If \( n = p \), then

\[ \omega^{p-1} \equiv 1 \pmod{p}, \quad \bar{\omega}^{p-1} \equiv 1 \pmod{p}, \]

\[ \omega^{p-1}/\sqrt{5} = \omega^{p-1} - \bar{\omega}^{p-1} \equiv 0 \pmod{p}, \]

and therefore \( u_{p-1} \equiv 0 \pmod{p} \). If \( n = q \), then

\[ \omega^{q+1} 3N\omega, \quad \bar{\omega}^{q+1} \equiv N\omega \pmod{q}, \]

\[ u_{q+1} \equiv \sqrt{5} \equiv 0 \pmod{q} \]

and \( u_{q+1} \equiv 0 \pmod{q} \).

\section{Lucas's test for the primality of the Mersenne number \( M_{4n+3} \)}

We are now in a position to prove a remarkable theorem which is due, in substance at any rate, to Lucas, and which contains a necessary and sufficient condition for the primality of \( M_{4n+3} \). Many necessary and sufficient conditions contain no more than a transformation of a problem, but this one gives a practical test which can be applied to otherwise inaccessible examples.

We define the sequence

\[ r_1, r_2, r_3, \ldots = 3, 7, 47, \ldots \]

by

\[ r_m = \omega^{2m} + \bar{\omega}^{2m}, \]

where \( \omega \) is the number (15.4.2) and \( \bar{\omega} = -1/\omega \). Then

\[ r_{m+1} = r_m^2 - 2. \]

In the notation of §10.14, \( r_m = \psi_{2m} \).

No two \( r_m \) have a common factor, since (i) they are all odd, and

(ii) \( r_m \equiv 0 \rightarrow r_{m+1} \equiv -2 \rightarrow r_v \equiv 2 \) \( (n > m+1) \),

to any odd prime modulus.
Theorem 259. If \( p \) is a prime \( 4n+3 \), and
\[
M = M_p = 2^p - 1
\]
is the corresponding Mersenne number, then \( M \) is prime if
(15.51)
\[
r_{p-1} \equiv 0 \pmod{M},
\]
and otherwise composite.

(1) Suppose \( M \) prime. Since
\[
M \equiv 8.16^n - 1 \equiv 8 - 1 \equiv 2 \pmod{5},
\]
we may take \( \alpha = \omega, \ q = M \) in (15.4.6). Hence
\[
\omega^{2^p} \equiv \omega^{M+1} \equiv N\omega \equiv -1 \pmod{M},
\]
\[
r_{p-1} \equiv \omega^{2^{p-1}}(\omega^{2^p} + 1) \equiv 0 \pmod{M},
\]
which is (155.1).

(2) Suppose (15.5.1) true. Then
(15.52)
\[
\omega^{2^p} \equiv -1 \pmod{M},
\]
(15.53)
\[
\omega^{2^{p+1}} \equiv 1 \pmod{M}.
\]
The same congruences are true, a fortiori, to any modulus \( \tau \) which divides \( M \).

Suppose that
\[
M = p_1p_2\ldots q_1q_2\ldots
\]
is the expression of \( M \) as a product of rational primes, \( p_i \) being a prime \( 5n+1 \) (so that \( p_i \) is the product of two conjugate primes of the field) and \( q_i \) a prime \( 5n+2 \). Since \( M \equiv 2 \pmod{5} \), there is at least one \( q_i \).

The congruence
\[
\omega^x \equiv 1 \pmod{\tau},
\]
or \( P(x) \), is true, after (15.5.3), when \( x \equiv 2^{p+1} \), and the smallest positive solution is, by Theorem 69, a divisor of \( 2^{p+1} \). These divisors, apart from \( 2^{p+1} \), are \( 2^p, 2^{p-1}, \ldots, \) and \( P(x) \) is false for all of them, by (15.5.2). Hence \( 2^{p+1} \) is the smallest solution, and every solution is a multiple of this one.

But
\[
\omega^{p_i-1} \equiv 1 \pmod{p_i},
\]
\[
\omega^{2(q_j+1)} \equiv (N\omega)^2 \equiv 1 \pmod{q_j},
\]
by (15.4.7) and (15.4.6). Hence \( p_i - 1 \) and \( 2(q_j+1) \) are multiples of \( 2^{p+1} \), and
\[
p_i = 2^{p+1}h_i + 1,
\]
\[
q_j = 2^pk_j - 1,
\]
for some \( h_i \) and \( k_j \). The first hypothesis is impossible because the right-hand side is greater than \( M \); and the second is impossible unless
\[
k_j = 1, \quad q_j = M.
\]
Hence \( M \) is prime.
The test in Theorem 259 applies only when \( p \equiv 3 \pmod{4} \). The sequence
\[ 4, 14, 194, \ldots \]
(constructed by the same rule) gives a test (verbally identical) for any \( p \).
In this case the relevant field is \( k(\sqrt{3}) \). We have selected the test in
Theorem 259 because the proof is slightly simpler.

To take a trivial example, suppose \( p = 7 \), \( M_p = 127 \). The numbers
\( r_m \) of Theorem 259, reduced \((\text{mod} \ M)\), are
\[ 3, 7, 47, 2207 \equiv 48, \quad 2302 \equiv 16, 254 \equiv 0, \]
and 127 is prime. If \( p = 127 \), for example, we must square 125 residues,
which may contain as many as 39 digits (in the decimal scale). Such
computations were, until recently, formidable, but quite practicable,
and it was in this way that Lucas showed \( M_{127} \) to be prime. The
construction of electronic digital computers has enabled the tests to be applied
to \( M_p \) with larger \( p \). These computers usually work in the binary scale
in which reduction to modulus \( 2^n - 1 \) is particularly simple. But their
great advantage is, of course, their speed. Thus \( M_{521} \) was tested in about
a minute by SWAC and \( M_{2207} \) in about an hour. Each minute of this
machine's time is equivalent to more than a year's work for someone
using a desk calculator.

15.6. General remarks on the arithmetic of quadratic fields.
The construction of an arithmetic in a field which is not simple, like
\( k(\sqrt{-5}) \) or \( k(\sqrt{10}) \), demands new ideas which (though they are not
particularly difficult) we cannot develop systematically here. We add
only some miscellaneous remarks which may be useful to a reader who
wishes to study the subject more seriously.

We state below three properties, A, B, and C, common to the 'simple'
fields which we have examined. These properties are all consequences
of the Euclidean algorithm, when such an algorithm exists, and it was
thus that we proved them in these fields. They are, however, true in
any simple field, whether the field is Euclidean or not. We shall not
prove so much as this; but a little consideration of the logical relations
between them will be instructive.

A. If \( \alpha \) and \( \beta \) are integers of the field, then there is an integer \( \delta \) with
the properties
\[(A \ i) \quad \delta \mid \alpha, \quad \delta \mid \beta, \]
and
\[(A \ ii) \quad \delta \mid \alpha, \delta_1 \mid \beta \rightarrow \delta_1 \mid \delta. \]
Thus \( \delta \) is the highest, or 'most comprehensive', common divisor \((\alpha, \beta)\)
of \( \alpha \) and \( \beta \), as we defined it, in \( k(i) \), in § 12.8.
B. If \( \alpha \) and \( \beta \) are integers of the field, then there is an integer \( \delta \) with the properties

(B i) \quad \delta | \alpha, \quad \delta | \beta:

and (B ii) \( \delta \) is a linear combination of \( \alpha \) and \( \beta \); there are integers \( \lambda \) and \( \mu \) such that

\[ \lambda \alpha + \mu \beta = \delta. \]

It is obvious that B implies A; (B i) is the same as (A i), and a \( \delta \) with the properties (B i) and (B ii) has the properties (A i) and (A ii). The converse, though true in the quadratic fields in which we are interested now, is less obvious, and depends upon the special properties of these fields.

There are 'fields' in which 'integers' possess a highest common divisor in sense A but not in sense B. Thus the aggregate of all rational functions

\[ R(x, y) = \frac{P(x, y)}{Q(x, y)} \]

of two independent variables, with rational coefficients, is a field in the sense explained at the end of § 14.1. We may call the polynomials \( P(x, y) \) of the field the 'integers', regarding two polynomials as the same when they differ only by a constant factor. Two polynomials have a greatest common divisor in sense A; thus \( x \) and \( y \) have the greatest common divisor 1. But there are no polynomials \( P(x, y) \) and \( Q(x, y) \) such that

\[ xP(x, y) + yQ(x, y) = 1. \]

C. Factorization in the field is unique: the field is simple.

It is plain that B implies C; for (B i) and (B ii) imply

\[ \delta \gamma | \alpha \gamma, \quad \delta \gamma | \beta \gamma, \quad \lambda \alpha \gamma + \mu \beta \gamma = \delta \gamma, \]

and so

\[ (\alpha \gamma, \beta \gamma) = \delta \gamma; \]

and from this C follows as in § 12.8.

That A implies C is not quite so obvious, but may be proved as follows. It is enough to deduce (15.6.1) from A. Let

\[ (\alpha \gamma, \beta \gamma) = \Delta. \]

Then

\[ \delta | \alpha, \quad \delta | \beta \rightarrow \delta \gamma | \alpha \gamma, \quad \delta \gamma | \beta \gamma, \]

and so, by (A ii),

\[ \delta \gamma | \Delta. \]

Hence

\[ \Delta = \delta \gamma \rho, \]

say. But A \( \alpha \gamma, A | \beta \gamma \) and so

\[ \delta \rho | \alpha, \quad \delta \rho | \beta; \]

and hence, again by (A ii), \( \delta \rho | \delta. \)

Hence \( \rho \) is a unity, and \( A = \delta \gamma. \)

On the other hand, it is obvious that C implies A; for \( \delta \) is the product of all prime factors common to \( \alpha \) and \( \beta \). That C implies B is again less
immediate, and depends, like the inference from A to B, on the special properties of the fields in question.

15.7. Ideals in a quadratic field. There is another property common to all simple quadratic fields. To fix our ideas, we consider the field \( k(i) \), whose basis (§ 14.3) is \([1, i]\).

A lattice \( A \) is\* the aggregate of all points\|

\[ m\alpha + n\beta, \]

\( \alpha \) and \( \beta \) being the points \( P \) and \( Q \) of § 3.5, and \( m \) and \( n \) running through the rational integers. We say that \([\alpha, \beta]\) is a basis of \( A \), and write

\[ \Lambda = [\alpha, \beta]; \]

a lattice will, of course, have many different bases. The lattice is a modulus in the sense of § 2.9, and has the property

\[(15.7.1) \quad \rho \in \Lambda. \sigma \in \Lambda \rightarrow m\rho + n\sigma \in \Lambda\]

for any rational integral \( m \) and \( n \).

Among lattices there is a sub-class of peculiar importance. Suppose that \( A \) has, in addition to \((15.7.1)\), the property

\[(15.7.2) \quad \gamma \in \Lambda \rightarrow i\gamma \in \Lambda.\]

Then plainly \( my \in A \) and \( ni\gamma \in A \), and so

\[ \gamma \in \Lambda \rightarrow m\gamma \in \Lambda \]

for every integer \( \mu \) of \( k(i) \); all multiples of points of \( A \) by integers of \( k(i) \) are also points of \( A \). Such a lattice is called an ideal. If \( A \) is an ideal, and \( \rho \) and \( \sigma \) belong to \( A \), then \( \mu\rho + \nu\sigma \) belongs to \( A \):

\[ (15.7.3) \quad \rho \in \Lambda. \sigma \in \Lambda \rightarrow \mu\rho + \nu\sigma \in \Lambda \]

for all integral \( \mu \) and \( \nu \). This property includes, but states much more than, \((15.7.1)\).

Suppose now that \( A \) is an ideal with basis \([\alpha, \beta]\), and that

\[ (\alpha, \beta) = \delta. \]

Then every point of \( A \) is a multiple of \( \delta \). Also, since \( \delta \) is a linear combination of \( \alpha \) and \( \beta \), \( \delta \) and all its multiples are points of \( A \). Thus \( A \) is the class of all multiples of \( \delta \); and it is plain that, conversely, the class of multiples of any \( \delta \) is an ideal \( A \). Any ideal is the class of multiples of an integer of the field, and any such class is an ideal.

\* In fact both inferences depend on just those arguments which are required in the elements of the theory of ideals in a quadratic field.

\* See § 3.5. There, however, we reserved the symbol \( \Lambda \) for the principal lattice.

\| We do not distinguish between a point and the number which is its affix in the Argand diagram.
If $\Lambda$ is the class of multiples of $p$, we write

$$\Lambda = \{\rho\}.$$  

In particular the fundamental lattice, formed by all the integers of the field, is $\{1\}$.

The properties of an integer $\rho$ may be restated as properties of the ideal $\{\rho\}$. Thus $\sigma \rho$ means that $\{\rho\}$ is a part of $\{\sigma\}$. We can then say that ‘$\rho$ is divisible by $\sigma$’, and write

$$\{\sigma\} \mid \{\rho\}.$$  

Or again we can write

$$\{\sigma\} \mid \rho, \quad \rho \equiv 0 \pmod{\{\sigma\}},$$

these assertions meaning that the number $\rho$ belongs to the ideal $\{\sigma\}$. In this way we can restate the whole of the arithmetic of the field in terms of ideals, though, in $k(i)$, we gain nothing substantial by such a restatement. An ideal being always the class of multiples of an integer, the new arithmetic is merely a verbal translation of the old one.

We can, however, define ideals in any quadratic field. We wish to use the geometrical imagery of the complex plane, and we shall therefore consider only complex fields.

Suppose that $k(\sqrt{m})$ is a complex field with basis $[1, \omega]$. We may define a lattice as we defined it above in $k(i)$, and an ideal as a lattice which has the property

$$(15.7.4) \quad \gamma \in \Lambda \rightarrow \omega \gamma \in \Lambda$$

analogous to (15.7.2). As in $k(i)$, such a lattice has also the property (15.7.3), and this property might be used as an alternative definition of an ideal.

Since two numbers $\alpha$ and $\beta$ have not necessarily a ‘greatest common divisor’ we can no longer prove that an ideal $\mathfrak{r}$ has necessarily the form $\{\rho\}$; any $\{\rho\}$ is an ideal, but the converse is not generally true. But the definitions above, which were logically independent of this reduction, are still available; we can define

$$\mathfrak{s} \mid \mathfrak{r}$$

as meaning that every number of $\mathfrak{r}$ belongs to $\mathfrak{s}$, and

$$\rho \equiv 0 \pmod{\mathfrak{s}}$$

as meaning that $\rho$ belongs to $\mathfrak{s}$. We can thus define words like divisible, divisor, and prime with reference to ideals, and have the foundations for an arithmetic which is at any rate as extensive as the ordinary arithmetic of simple fields, and may perhaps be useful where such ordinary arithmetic

$\dagger \quad \omega = \sqrt{m}$ when $m \equiv 1 \pmod{4}$. 

arithmetic fails. That this hope is justified, and that the notion of an ideal leads to a complete re-establishment of arithmetic in any field, is shown in systematic treatises on the theory of algebraic numbers. The reconstruction is as effective in real as in complex fields, though not all of our geometrical language is then appropriate.

An ideal of the special type \( \{p\} \) is called a principal ideal; and the fourth characteristic property of simple quadratic fields, to which we referred at the beginning of this section, is

D. Every ideal of a simple field is a principal ideal.

This property may also be stated, when the field is complex, in a simple geometrical form. In \( k(i) \) an ideal, that is to say a lattice with the property (15.7.2), is square; for it is of the form \( \{p\} \), and may be regarded as the figure of lines based on the origin and the points \( p \) and \( ip \). More generally

E. If \( m < 0 \) and \( k(\sqrt{m}) \) is simple, then every ideal of \( k(\sqrt{m}) \) is a lattice similar in shape to the lattice formed by all the integers of the field.
It is instructive to verify that this is not true in \( k\{\sqrt{-5}\} \). The lattice \( m\alpha+n\beta = m\cdot 3+n\{-1+\sqrt{-5}\} \) is an ideal, for \( \omega = \sqrt{-5} \) and \( \omega\alpha = \alpha+3\beta, \quad \omega\beta = -2\alpha-\beta \).

But, as is shown by Fig. 8 (and may, of course, be verified analytically), the lattice is not similar to the lattice of all integers of the field.

15.8. Other fields. We conclude this chapter with a few remarks about some non-quadratic fields of particularly interesting types. We leave the verification of most of our assertions to the reader.

(i) The field \( k(\sqrt{2}+i) \). The number \( \theta = \sqrt{2}+i \) satisfies \( \theta^4-2\theta^2+9 = 0 \), and the number defines a field which we denote by \( k(\sqrt{2}+i) \). The numbers of the field are

\[
\xi = r+si+t\sqrt{2}+ui\sqrt{2},
\]

where \( r, s, t, u \) are rational. The integers of the field are

\[
\xi = a+bi+c\sqrt{2}+di\sqrt{2},
\]

where \( a \) and \( b \) are integers and \( c \) and \( d \) are either both integers or both halves of odd integers.

The conjugates of \( \xi \) are the numbers \( \xi_1, \xi_2, \xi_3 \) formed by changing the sign of either or both of \( i \) and \( \sqrt{2} \) in (15.8.1) or (15.8.2), and the norm \( N\xi \) of \( \xi \) is defined by \( N\xi = \xi\xi_1\xi_2\xi_3 \).

Divisibility, and so forth, are defined as in the fields already considered. There is a Euclidean algorithm, and factorization is unique.†

(ii) The field \( k(\sqrt{2}+\sqrt{3}) \). The number \( \theta = \sqrt{2}+\sqrt{3} \), satisfies the equation \( \theta^4-10\theta^2+1 = 0 \). The numbers of the field are

\[
\xi = r+s\sqrt{2}+t\sqrt{3}+u\sqrt{6},
\]

and the integers are the numbers

\[
\xi = a+b\sqrt{2}+c\sqrt{3}+d\sqrt{6},
\]

where \( a \) and \( c \) are integers and \( b \) and \( d \) are either both integers or both

† Theorem 215 stands in the field as stated in § 12.8. The proof demands some calculation.
halves of odd integers. There is again a Euclidean algorithm, and factorization is unique.

These fields are simple examples of 'biquadratic' fields.

(iii) The field $k(\zeta)$, where $\zeta = e^{i\pi i}$ satisfies the equation

$$\frac{\zeta^5 - 1}{6 - 1} = \zeta^4 + \zeta^3 + \zeta^2 + \zeta + 1 = 0.$$ 

The field is, after $k(i)$ and $k(p)$, the simplest 'cyclotomic' field.†

The numbers of the field are

$$\xi = r + s\zeta + t\zeta^2 + u\zeta^3,$$

and the integers are the numbers in which $r, s, i, u$ are integral. The conjugates of $\xi$ are the numbers $\xi_1, \xi_2, \xi_3$ obtained by changing $\zeta$ into $\zeta^2, \zeta^3, \zeta^4$, and its norm is

$$N \xi = \xi_1 \xi_2 \xi_3.$$

There is a Euclidean algorithm, and factorization is unique.

The number of unities in $k(i)$ and $k(p)$ is finite. In $k(\zeta)$ the number is infinite. Thus

$$(1 + \zeta) (\zeta + \zeta^2 + \zeta^3 + \zeta^4$$

and $\zeta + \zeta^2 + \zeta^3 + \zeta^4 = 1$, so that $1 + \zeta$ and all its powers are unities.

It is plainly this field which we must consider if we wish to prove 'Fermat's last theorem', when $n = 5$, by the method of § 13.4. The proof follows the same lines, but there are various complications of detail.

The field defined by a primitive nth root of unity is simple, in the sense of § 14.7, when‡ $n = 3, 4, 5, 8$.

NOTES ON CHAPTER XV

§ 15.5. Lucas stated two tests for the primality of $M_p$, but his statements of his theorems vary, and he never published any complete proof of either. The argument in the text is due to Western, Journal London Math. Soc. 7 (1932), 130–7. The second theorem, not proved in the text, is that referred to in the penultimate paragraph of the section. Western proves this theorem by using the field $k(\sqrt{3})$. Other proofs, independent of the theory of algebraic numbers, have been given by D. H. Lehmer, Annale of Math. 2 (1930), 419-48, and Journal London Math. Soc. 10 (1935), 162-5.

Professor Newman has drawn our attention to the following result, which can be proved by a simple extension of the argument of this section.

† The field $k(\zeta)$, with 6 a primitive nth root of unity, is called cyclotomic because $\zeta$ and its powers are the complex coordinates of the vertices of a regular n-agon inscribed in the unit circle.

‡ $e^{\frac{i}{2} \pi i} = e^{\frac{i}{2} \pi} = \frac{1 + i}{\sqrt{2}}$ is a number of $k(\sqrt{2} + i)$. 
Let \( h < 2^m \) be odd, \( M = 2^m h - 1 \equiv \pm 2 \pmod{5} \) and
\[
R_1 = \omega^{2h} + \bar{\omega}^{2h}, \quad R_j = R_{j-1}^2 - 2 \quad (j \geq 2).
\]
Then a necessary and sufficient condition for \( M \) to be prime is that
\[
R_{m-1} \equiv 0 \pmod{M}.
\]
This result was stated by Lucas [Amer. Journal of Math. 1 (1878), 310], who gives a similar (but apparently erroneous) test for numbers of the form \( N = h2^m + 1 \). The primality of the latter can, however, be determined by the test of Theorem 102, which also requires about \( m \) squarings and reductions \( \pmod{N} \). The two tests would provide a practicable means of seeking large prime pairs \( (p, p+2) \).

§§ 15.6–7. These sections have been much improved as a result of criticisms from Mr. Ingham, who read an earlier version. The remark about polynomials in § 15.6 is due to Bochner, Journal London Math. Soc. 9 (1934), 4.
§ 15.8. There is a proof that \( k(e^{i\pi}) \) is Euclidean in Landau, Vorlesungen, iii. 228–31.
XVI

THE ARITHMETICAL FUNCTIONS \( \phi(n), \mu(n), d(n), a(n), r(n) \)

16.1. The function \( \phi(n) \). In this and the next two chapters we shall study the properties of certain ‘arithmetical functions’ of \( n \), that is to say functions \( f(n) \) of the positive integer \( n \) defined in a manner which expresses some arithmetical property of \( n \).

The function \( \phi(n) \) was defined in § 5.5, for \( n > 1 \), as the number of positive integers less than and prime to \( n \). We proved (Theorem 62) that

\[
(16.1.1) \quad \phi(n) = n \prod_{p|n} \left(1 - \frac{1}{p}\right).
\]

This formula is also an immediate consequence of the general principle expressed by the theorem which follows.

Theorem 260. If there are \( N \) objects, of which \( N_\alpha \) have the property \( \alpha \), \( N_\beta \) have \( \beta \),..., \( N_\alpha\beta \) have both \( \alpha \) and \( \beta \),..., \( N_\alpha\beta\gamma \) have \( \alpha, \beta, \gamma \),..., and so on, then the number of the objects which have none of \( \alpha, \beta, \gamma, \ldots \) is

\[
(16.1.2) \quad N - N_\alpha - N_\beta - \ldots - N_\alpha\beta - \ldots - N_\alpha\beta\gamma - \ldots.
\]

Suppose that 0 is an object which has just \( k \) of the properties \( \alpha, \beta, \ldots \). Then 0 contributes 1 to \( N \). If \( k \geq 1 \), 0 also contributes 1 to \( k \) of \( N_\alpha, N_\beta, \ldots \), to \( \frac{1}{k}(k-1) \) of \( N_\alpha\beta, \ldots \), to

\[
\frac{k(k-1)(k-2)}{1 \cdot 2 \cdot 3}
\]

of \( N_\alpha\beta\gamma, \ldots \), and so on. Hence, if \( k \geq 1 \), it contributes

\[
1 - k + \frac{k(k-1)}{1 \cdot 2} - \frac{k(k-1)(k-2)}{1 \cdot 2 \cdot 3} + \ldots \equiv (1-1)^k = 0
\]

to the sum (16.1.2). On the other hand, if \( k = 0 \), it contributes 1. Hence (16.1.2) is the number of objects possessing none of the properties.

The number of integers not greater than \( n \) and divisible by \( a \) is

\[
\left\lfloor \frac{n}{a} \right\rfloor.
\]

If \( a \) is prime to \( b \), then the number of integers not greater than \( n \), and divisible by both \( a \) and \( b \), is

\[
\left\lfloor \frac{n}{ab} \right\rfloor.
\]
and so on. Hence, taking \((y, \beta, y, \ldots)\) to be divisibility by \(a, b, c, \ldots\), we obtain

**Theorem 261.** The number of integers, **less than or equal** to \(n\), **and** not divisible by **any** of a coprime set of integers \(a, b, \ldots\), is

\[ [n] = \sum \left\lfloor \frac{n}{a} \right\rfloor + \sum \left\lfloor \frac{n}{ab} \right\rfloor - \ldots. \]

If we take \(a, b, \ldots\) to be the different prime factors \(p, p', \ldots\) of \(n\), we obtain

(16.1.3) \[ \phi(n) = n - \sum \frac{n}{p} + \sum \frac{n}{pp'} - \ldots = n \prod_{p \mid n} \left(1 - \frac{1}{p}\right), \]

which is Theorem 62.

**16.2. A further proof of Theorem 63.** Consider the set of \(n\) rational fractions

(16.2.1) \[ \frac{h}{n} \ (1 \leq h \leq n). \]

We can express each of these fractions in ‘irreducible’ form in just one way, that is,

\[ \frac{h}{n} = \frac{a}{d}, \]

where \(d \mid n\) and

(16.2.2) \[ 1 \leq a \leq d, \quad (a, d) = 1, \]

and \(a\) and \(d\) are uniquely determined by \(h\) and \(n\). Conversely, every fraction \(a/d\), for which \(d \mid n\) and (16.2.2) is satisfied, appears in the set (16.2.1), though in general not in reduced form. Hence, for any function \(F(x)\), we have

(16.2.3) \[ \sum_{1 \leq h \leq n} F\left(\frac{h}{n}\right) = \sum_{d \mid n} \sum_{1 \leq a \leq d, (a, d) = 1} F\left(\frac{a}{d}\right). \]

Again, for a particular \(d\), there are (by definition) just \(\phi(d)\) values of \(a\) satisfying (16.2.2). Hence, if we put \(F(x) = 1\) in (16.2.3), we have

\[ n = \sum_{d \mid n} \phi(d). \]

**16.3. The Mobius function.** The Mobius function \(\mu(n)\) is defined as follows:

(i) \(\mu(1) = 1\);

(ii) \(\mu(n) = 0\) if \(n\) has a squared factor;

(iii) \(\mu(p_1 p_2 \ldots p_k) = (-1)^k\) if all the primes \(p_1, p_2, \ldots, p_k\) are different.

Thus \(\mu(2) = -1, \ \mu(4) = 0, \ \mu(6) = 1.\)
Theorem 262. $\mu(n)$ is multiplicative.

This follows immediately from the definition of $\mu(n)$.

From (16.1.3) and the definition of $\mu(n)$ we obtain

$$\phi(n) = n \sum_{d|n} \frac{\mu(d)}{d} = \sum_{d|n} \frac{n \mu(d)}{d} = \sum_{d|n} d \mu \left( \frac{n}{d} \right) = \sum_{dd=n} d' \mu(d).$$

Next, we prove

Theorem 263:

$$\sum_{d|n} \mu(d) = 1 \quad(n = 1), \quad \sum_{d|n} \mu(d) = 0 \quad(n > 1).$$

Theorem 264. If $n > 1$, and $k$ is the number of different prime factors of $n$, then

$$\sum_{d|n} |\mu(d)| = 2^k.$$

In fact, if $k \geq 1$ and $n = p_1^{a_1} \ldots p_k^{a_k}$, we have

$$\sum_{d|n} \mu(d) = 1 + \sum_{i} \mu(p_i) + \sum_{i,j} \mu(p_ip_j) + \cdots$$

$$= 1 - k + \frac{k}{2} - \frac{k}{3} - \frac{k}{4} - \cdots = (1 - 1)^k = 0,$$

while, if $n = 1$, $\mu(n) = 1$. This proves Theorem 263. The proof of Theorem 264 is similar. There is an alternative proof of Theorem 263 depending on an important general theorem.

Theorem 265. If $f(n)$ is a multiplicative function of $n$, then so is

$$g(n) = \sum_{d|n} f \left( \frac{n}{d} \right).$$

If $(n, n') = 1$, and $d'$ runs through all divisors of $n$. Hence

$$g(nn') = \sum_{c|nn'} f(c) = \sum_{d|n, d'|n'} f(dd')$$

$$= \sum_{d|n} f(d) \sum_{d'|n'} f(d') = g(n)g(n').$$

To deduce Theorem 263 we write $f(n) = \mu(n)$, so that

$$g(n) = \sum_{d|n} \mu(d).$$

Then $g(1) = 1$, and $g(p^m) = 1 + \mu(p) = 0$ when $m \geq 1$. Hence, when $n = p_1^{a_1} \ldots p_k^{a_k} > 1$,

$$g(n) = g(p_1^{a_1})g(p_2^{a_2}) \ldots = 0.$$

† See § 5.5.

‡ A sum extended over all pairs $d, d'$ for which $dd' = n$. 
16.4. The Mobius inversion formula. In what follows we shall make frequent use of a general ‘inversion’ formula first proved by Mobius.

**Theorem 266.** If 

\[ g(n) = \sum_{d|n} f(d), \]

then 

\[ f(n) = \sum_{d|n} \mu\left(\frac{n}{d}\right) g(d) = \sum_{d|n} \mu(d) g\left(\frac{n}{d}\right). \]

In fact

\[ \sum_{d|n} \mu(d) g\left(\frac{n}{d}\right) = \sum_{d|n} \mu(d) \sum_{c|\frac{n}{d}} f(c) = \sum_{c|n} \mu(d) f(c) = \sum_{c|n} f(c) \sum_{d|\frac{n}{c}} \mu(d). \]

The inner sum here is 1 if \( n/c = 1 \), i.e. if \( c = n \), and 0 otherwise, by Theorem 263, so that the repeated sum reduces to \( f(n) \).

Theorem 266 has a converse expressed by

**Theorem 267:**

\[ f(n) = \sum_{d|n} \mu\left(\frac{n}{d}\right) g(d) \rightarrow g(n) = \sum_{d|n} f(d). \]

The proof is similar to that of Theorem 266. We have

\[ \sum_{d|n} f(d) = \sum_{d|n} f\left(\frac{n}{d}\right) = \sum_{d|n} \sum_{c|\frac{n}{d}} \mu\left(\frac{n}{cd}\right) g(c) \]

\[ = \sum_{c|n} \mu\left(\frac{n}{cd}\right) g(c) = \sum_{c|n} g(c) \sum_{d|\frac{n}{c}} \mu\left(\frac{n}{cd}\right) = g(n). \]

If we put \( g(n) = n \) in Theorem 267, and use (16.3.1), so that \( f(n) = \phi(n) \), we obtain Theorem 63.

As an example of the use of Theorem 266, we give another proof of Theorem 110.

We suppose that \( d \mid p-1 \) and \( c \mid d \), and that \( \chi(c) \) is the number of roots of the congruence \( x^d \equiv 1 \pmod{p} \) which belong to \( c \). Then (since the congruence has \( d \) roots in all)

\[ \sum_{c|d} \chi(c) = d; \]

from which, by Theorem 266, it follows that

\[ \chi(d) = \sum_{c|d} \mu(c) \frac{d}{c} = \phi(d). \]
16.5. Further inversion formulae. There are other inversion
formulae involving \( \mu(n) \), of a rather different type.

**Theorem 268.** If \( G(x) = \sum_{n=1}^{[x]} F \left( \frac{x}{n} \right) \)
for all positive \( x \),† then

\[
F(x) = \sum_{n=1}^{[x]} \mu(n) G \left( \frac{x}{n} \right).
\]

For

\[
\sum_{n=1}^{[x]} \mu(n) G \left( \frac{x}{n} \right) = \sum_{n=1}^{[x]} \mu(n) \sum_{m=1}^{x/n} F \left( \frac{x}{mn} \right) = \sum_{1 \leq k \leq [x]} F \left( \frac{x}{k} \right) \sum_{n|k} \mu(n) \dagger = F(x),
\]

by Theorem 263. There is a converse, viz.

**Theorem 269:**

\[
F(x) = \sum_{n=1}^{[x]} \mu(n) G \left( \frac{x}{n} \right) \rightarrow G(x) = \sum_{n=1}^{[x]} F \left( \frac{x}{n} \right).
\]

This may be proved similarly.

Two further inversion formulae are contained in

**Theorem 270:**

\[
g(x) = \sum_{m=1}^{\infty} f(mx) \equiv f(x) = \sum_{n=1}^{\infty} \mu(n) g(nx).
\]

The reader should have no difficulty in constructing a proof with
the help of Theorem 263; but some care is required about convergence.
A sufficient condition is that

\[
\sum_{m,n} |f(mx)| = \sum_k d(k) |f(kx)|
\]

should be convergent. Here \( d(k) \) is the number of divisors of \( k \).\|  

16.6. Evaluation of Ramanujan’s sum. Ramanujan’s sum \( c,(m) \)
was defined in § 5.6 by

\[
(16.6.1) \quad c_n(m) = \sum_{1 \leq h \leq \eta \atop (h,n)=1} e \left( \frac{hm}{n} \right).
\]

We can now express \( c,(m) \) as a sum extended over the common divisors
of \( m \) and \( n \).

**Theorem 271:**

\[
c,(m) = \sum_{d|m, d|n} \mu \left( \frac{n}{d} \right) d.
\]

† An empty sum is as usual to be interpreted as 0. Thus \( G(x) = 0 \) if \( 0 < x < 1 \).

‡ If \( mn = k \) then \( \eta = k \), and \( k \) runs through the numbers \( 1, 2, \ldots, [x] \).

\| See § 16.7.
If we write
\[ g(n) = \sum_{1 \leq h \leq n} F\left(\frac{h}{n}\right), \quad f(n) = \sum_{1 \leq h \leq n} F\left(\frac{h}{n}\right), \]
(16.2.3) becomes
\[ g(n) = \sum_{d \mid n} f(d). \]
By Theorem 266, we have the inverse formula
\[ f(n) = \sum_{d \mid n} \mu\left(\frac{n}{d}\right)g(d), \]
that is
\[ \sum_{1 \leq h \leq n} F\left(\frac{h}{n}\right) = \sum_{d \mid n} \mu\left(\frac{n}{d}\right) \sum_{1 \leq a \leq d} F\left(\frac{a}{d}\right). \]
(16.6.3)

We now take \( F(x) = e(mx) \). In this event,
\[ f(n) = c_n(m) \]
by (16.6.1), while
\[ g(n) = \sum_{1 \leq h \leq n} e\left(\frac{hm}{n}\right), \]
which is \( n \) or 0 according as \( n \mid m \) or \( n \nmid m \). Hence (16.6.2) becomes
\[ c_n(m) = \sum_{d \mid n, d \mid m} \mu\left(\frac{n}{d}\right) d. \]

Another simple expression for \( c_n(m) \) is given by

**Theorem 272.** If \( (n, m) = a \) and \( n = aN \), then
\[ c_n(m) = \frac{\mu(N)\phi(n)}{\phi(N)}. \]

By Theorem 271,
\[ c_n(m) = \sum_{d \mid a} d\mu\left(\frac{n}{d}\right) = \sum_{d \mid a} d\mu(\text{gcd}(Nc)) = \sum_{c \mid a} \frac{a}{c} \mu(\text{gcd}(Nc)). \]

Now \( \mu(\text{gcd}(Nc)) = \mu(N)\mu(\text{gcd}(c)) \) or 0 according as \( (N, c) = 1 \) or not. Hence
\[ c_1(m) = a\mu(N) \sum_{c \mid a, (c, N) = 1} \frac{\mu(c)}{c} = a\mu(N)\left(1 - \sum_{p \mid a} \frac{1}{p} + \sum_{pq \mid a} \frac{1}{pq} - \ldots\right), \]
where these sums run over those different \( p \) which divide \( a \) but do not divide \( N \). Hence
\[ c_1(m) = a\mu(N) \prod_{p \mid a, p \nmid N} \left(1 - \frac{1}{p}\right). \]

But, by Theorem 62,
\[ \frac{\phi(n)}{\phi(N)} = \frac{n}{N} \prod_{p \mid n, p \nmid N} \left(1 - \frac{1}{p}\right) = a \prod_{p \mid n, p \nmid N} \left(1 - \frac{1}{p}\right) \]
and Theorem 272 follows at once.
When \( m = 1 \), we have \( c, (1) = \mu(n) \), that is

\[
\mu(n) = \sum_{1 \leq h \leq n \atop (h, n) = 1} e^{\frac{h}{n}}.
\]

16.7. The functions \( d(n) \) and \( \sigma_k(n) \). The function \( d(n) \) is the number of divisors of \( n \), including 1 and \( n \), while \( \sigma_k(n) \) is the sum of the \( k \)th powers of the divisors of \( n \). Thus

\[
\sigma_k(n) = \sum_{d \mid n} d^k, \quad d(n) = \sum_{d \mid n} 1,
\]

and \( d(n) = a_1(n) \). We write \( u(n) \) for \( o_0(n) \), the sum of the divisors of \( n \).

If

\[
n = p_1^{a_1} p_2^{a_2} \ldots p_i^{a_i},
\]

then the divisors of \( n \) are the numbers

\[
p_1^{b_1} p_2^{b_2} \ldots p_i^{b_i},
\]

where \( 0 \leq b_1 \leq a_1, \ 0 \leq b_2 \leq a_2, \ldots, \ 0 \leq b_l \leq a_l \).

There are \( (a_1+1)(a_2+1)\ldots(a_l+1) \) of these numbers. Hence

**Theorem 273:** \( d(n) = \prod_{i=1}^l (a_i + 1) \).

More generally, if \( k > 0 \),

\[
\sigma_k(n) = \sum_{b_1=0}^{a_1} \sum_{b_2=0}^{a_2} \ldots \sum_{b_l=0}^{a_l} p_1^{b_1k} p_2^{b_2k} \ldots p_i^{b_ik} = \prod_{i=1}^l (1 + p_i^k + p_i^{2k} + \ldots + p_i^{ak}).
\]

Hence

**Theorem 274:** \( \sigma_k(n) = \prod_{i=1}^l \left( \frac{p_i^{(a_i+1)k} - 1}{p_i^k - 1} \right) \).

In particular,

**Theorem 275:** \( u(n) = \prod_{i=1}^l \left( \frac{p_i^{a_i+1} - 1}{p_i - 1} \right) \).

16.8. Perfect numbers. A **perfect** number is a number \( n \) such that \( u(n) = 2n \). In other words a number is perfect if it is the sum of its divisors other than itself. Since \( 1 + 2 + 3 = 6 \), and

\[
1 + 2 + 4 + 7 + 14 = 28,
\]

6 and 28 are perfect numbers.

The only general class of perfect numbers known occurs in Euclid.

**Theorem 276.** If \( 2^{n+1} - 1 \) is prime, then \( 2^n(2^{n+1} - 1) \) is perfect.
Write \(2^{n+1}-1 = p\), \(N = 2^n p\). Then, by Theorem 275,
\[
a(N) = (2^{n+1}-1)(p+1) = 2^{n+1}(2^{n+1}-1) = 2N,
\]
so that \(N\) is perfect.

Theorem 276 shows that to every Mersenne prime there corresponds a perfect number. On the other hand, if \(N = 2^n p\) is perfect, we have
\[
\sigma(N) = (2^{n+1}-1)(p+1) = 2^{n+1}p
\]
and so
\[
p = 2^{n+1}-1.
\]
Hence there is a Mersenne prime corresponding to any perfect number of the form \(2^n p\). But we can prove more than this.

**Theorem 277.** Any even perfect number is a Euclid number, that is to say of the form \(2^n(2^{n+1}-1)\), where \(2^{n+1}-1\) is prime.

We can write any such number in the form \(N = 2^n b\), where \(n > 0\) and \(b\) is odd. By Theorem 275, \(u(n)\) is multiplicative, and therefore
\[
a(N) = \sigma(2^n)\sigma(b) = (2^{n+1}-1)\sigma(b).
\]
Since \(N\) is perfect,
\[
\sigma(N) = 2N = 2^{n+1}b;
\]
and so
\[
\frac{b}{\sigma(b)} = \frac{2^{n+1}-1}{2^{n+1}}.
\]
The fraction on the right-hand side is in its lowest terms, and therefore
\[
b = (2^{n+1}-1)c, \quad u(b) = 2^{n+1}c,
\]
where \(c\) is an integer.

If \(c > 1\), \(b\) has at least the divisors
\[b, \ c, \ 1,\]
so that
\[u(b) > b+c+1 = 2^{n+1}c+1 > 2^{n+1}c = u(b),\]
a contradiction. Hence \(c = 1\),
\[N = 2^n(2^{n+1}-1),\]
and
\[\sigma(2^{n+1}-1) = 2^{n+1}.
\]
But, if \(2^{n+1}-1\) is not prime, it has divisors other than itself and 1, and
\[\sigma(2^{n+1}-1) > 2^{n+1}.
\]
Hence \(2^{n+1}-1\) is prime, and the theorem is proved.

The Euclid numbers corresponding to the Mersenne primes are the only perfect numbers known. It seems probable that there are no odd perfect numbers, but this has not been proved. The most that is known in this direction is that no odd perfect number can have less than six different prime factors or be less than \(1.4 \times 10^{14}\).
16.9. The function \( r(n) \). We define \( r(n) \) as the number of representations of \( n \) in the form
\[
n = A^2 + B^2,
\]
where \( A \) and \( B \) are rational integers. We count representations as distinct even when they differ only ‘trivially’, i.e. in respect of the sign or order of \( A \) and \( B \). Thus
\[
0 = 0^2 + 0^2, \quad r(0) = 1;
1 = (+1)^2 + 0^2 = 0^2 + (+1)^2, \quad r(1) = 4;
5 = (+2)^2 + (+1)^2 = (+1)^2 + (+2)^2, \quad r(5) = 8.
\]

We know already (§ 15.1) that \( r(n) = 8 \) when \( n \) is a prime \( 4m+1 \); the representation is unique apart from its eight trivial variations. On the other hand, \( r(n) = 0 \) when \( n \) is of the form \( 4m+3 \).

We define \( x(n) \), for \( n > 0 \), by
\[
\chi(n) = 0 \quad (2 \mid n), \quad \chi(n) = (-1)^{\frac{1}{2}(n-1)} \quad (2 \nmid n).
\]
Thus \( \chi(n) \) assumes the values 1, 0, \(-1, 1, \ldots \) for \( n = 1, 2, 3, \ldots \). Since
\[
\frac{1}{2}(nn'-1) - \frac{1}{2}(n-1) - \frac{1}{2}(n'-1) = \frac{1}{2}(n-1)(n'-1) \equiv 0 \pmod{2}
\]
when \( n \) and \( n' \) are odd, \( x(n) \) satisfies
\[
\chi(nn') = \chi(n)\chi(n')
\]
for all \( n \) and \( n' \). In particular \( \chi(n) \) is multiplicative in the sense of § 5.5.

It is plain that, if we write
\[
\delta(n) = \sum_{d \mid n} \chi(d),
\]
then
\[
\delta(n) = d_1(n) - d_3(n),
\]
where \( d_1(n) \) and \( d_3(n) \) are the numbers of divisors of \( n \) of the forms \( 4m+1 \) and \( 4m+3 \) respectively.

Suppose now that
\[
n = 2^\alpha N = 2^\alpha \mu v = 2^\alpha \prod p^r \prod q^s,
\]
where \( p \) and \( q \) are primes \( 4m+1 \) and \( 4m+3 \) respectively. If there are no factors \( q \), so that \( \prod q^s \) is ‘empty’, then we define \( \nu \) as 1. Plainly
\[
\delta(n) = S(N).
\]
The divisors of \( N \) are the terms in the product
\[
\prod (1 + p + \ldots + p^r) \prod (1 + q + \ldots + q^s).
\]
A divisor is \( 4m+1 \) if it contains an even number of factors \( q \), and \( 4m+3 \)
in the contrary case. Hence \(S(N)\) is obtained by writing 1 for \(p\) and -1 for \(q\) in (16.9.4); and

\[
\delta(N) = \prod (r+1) \prod \left(\frac{1+(-1)^s}{2}\right).
\]

If any \(s\) is odd, i.e. if \(\nu\) is not a square, then

\[
S(n) = S(N) = 0;
\]

while

\[
S(n) = S(N) = \prod (r+1) = d(\mu)
\]

if \(\nu\) is a square.

Our object is to prove

**Theorem 278:** If \(n \geq 1\), then

\[
r(n) = 46(n).
\]

We have therefore to show that \(r(n)\) is \(4d(\mu)\) when \(\nu\) is a square, and zero otherwise.

**16.10. Proof of the formula for** \(r(n)\). We write (16.9.3) in the form

\[
n = ((1+i)(1-i))^x \prod ((a+bi)(a-bi))^r \prod q^s,
\]

where \(a\) and \(b\) are positive and unequal and

\[
p = a^2 + b^2.
\]

This expression of \(p\) is unique (after §15.1) except for the order of \(a\) and \(b\). The factors

\[
1 \pm i, \ a \pm bi, \ q
\]

are primes of \(k(i)\).

If

\[
n = A^2 + B^2 = (A+Bi)(A-Bi),
\]

then

\[
A+Bi = i^t(1+i)^{a_1}(1-i)^{a_2} \prod ((a+bi)^r(a-bi)^s) \prod q^{s_i},
\]

\[
A-Bi = i^{-t}(1-i)^{a_1}(1+i)^{a_2} \prod ((a-bi)^r(a+bi)^s) \prod q^{s_2},
\]

where

\[
t = 0, 1, 2, \text{ or } 3, \quad a_1 + a_2 = \alpha, \quad r_1 + r_2 = r, \quad s_1 + s_2 = s.
\]

Plainly \(s_1 = s_2\), so that every \(s\) is even, and \(\nu\) is a square. Unless this is so there is no representation.

We suppose then that

\[
\nu = \prod q^s = \prod q^{2s_i}
\]

is a square. There is no choice in the division of the factors \(q\) between \(A+Bi\) and \(A-Bi\). There are

\[
4(\alpha+1) \prod (r+1)
\]

choices in the division of the other factors. But

\[
\frac{1-i}{1+i}.
\]
is a unity, so that a change in \( \alpha_1 \) and \( \alpha_2 \) produces no variation in \( A \) and \( B \) beyond that produced by variation of \( t \). We are thus left with

\[
4 \prod (r+1) = 4d(\mu)
\]

possibly effective choices, i.e. choices which may produce variation in \( A \) and \( B \).

The trivial variations in a representation \( n = A^2 + B^2 \) correspond (i) to multiplication of \( A + Bi \) by a unity and (ii) to exchange of \( A + Bi \) with its conjugate. Thus

\[
\begin{align*}
1(A + Bi) &= A + Bi, \\
i(A + Bi) &= -B + Ai, \\
i^2(A + Bi) &= -A - Bi, \\
i^3(A + Bi) &= B - Ai, 
\end{align*}
\]

and \( A - Bi, -B - Ai, -A + Bi, B + Ai \) are the conjugates of these four numbers. Any change in \( t \) varies the representation. Any change in the \( r_1 \) and \( r_2 \) also varies the representation, and in a manner not accounted for by any change in \( t \); for

\[
i'(1 + i)\alpha_i(1 - i)\alpha_i \prod \{ (a + bi)^{r_i}(a - bi)^{r_i} \}
\]

is impossible, after Theorem 215, unless \( r_1 = r_1' \) and \( r_2 = r_2' \). There are therefore \( 4d(\mu) \) different sets of values of \( A \) and \( B \), or of representations of \( n \); and this proves Theorem 278.

NOTES ON CHAPTER XVI

§ 16.1. The argument follows Pólya and Szegö, ii. 119-20, 326-7.

§§ 16.3-5. The function \( \mu(n) \) occurs implicitly in the work of Euler as early as 1748, but Möbius, in 1832, was the first to investigate its properties systematically. See Landau, Handbuch, 567-87 and 901.


§§ 16.7-8. There is a very full account of the history of the theorems of these sections in Dickson, History, i, chs. i-ii. For the theorems referred to at the end of § 16.8, see Kanold, Journ. für Math. 186 (1944), 25-29 and Kühnel, Math. Zeit. 52 (1949), 202-1. We have to thank Mr. C. J. Morse for pointing out an error in our earlier proof of Theorem 277.

§ 16.9. Theorem 278 was first proved by Jacobi by means of the theory of elliptic functions. It is, however, equivalent to one stated by Gauss, D.A., § 182; and there had been many incomplete proofs or statements published before. See Dickson, History, ii, ch. vi, and Bachmann, Niedere Zahlentheorie, ii, ch. vii.

† Change of \( r_1 \) into \( r_2 \) and \( r_2 \) into \( r_1 \) (together with corresponding changes in \( t, a, \alpha_1 \)) changes \( A + Bi \) into its conjugate.
17.1. The generation of arithmetical functions by means of Dirichlet series. A Dirichlet series is a series of the form

\[ F(s) = \sum_{n=1}^{\infty} \frac{\alpha_n}{n^s}. \]  

The variable \( s \) may be real or complex, but here we shall be concerned with real values only. \( F(s) \), the sum of the series, is called the generating function of \( \alpha_n \).

The theory of Dirichlet series, when studied seriously for its own sake, involves many delicate questions of convergence. These are mostly irrelevant here, since we are concerned primarily with the formal side of the theory; and most of our results could be proved (as we explain later in § 17.6) without the use of any theorem of analysis or even the notion of the sum of an infinite series. There are however some theorems which must be considered as theorems of analysis; and, even when this is not so, the reader will probably find it easier to think of the series which occur as sums in the ordinary analytical sense.

We shall use the four theorems which follow. These are special cases of more general theorems which, when they occur in their proper places in the general theory, can be proved better by different methods. We confine ourselves here to what is essential for our immediate purpose.

1. If \( \sum \alpha_n n^{-s} \) is absolutely convergent for a given \( s \), then it is absolutely convergent for all greater \( s \). This is obvious because

\[ |\alpha_n n^{-s_2}| \leq |\alpha_n n^{-s_1}| \]

when \( n \geq 1 \) and \( s_2 > s_1 \).

2. If \( \sum \alpha_n n^{-s} \) is absolutely convergent for \( s > s_0 \), then the equation (17.1.1) may be differentiated term by term, so that

\[ F'(s) = \sum \frac{\alpha_n \log n}{n^s} \]

for \( s > s_0 \). To prove this, suppose that

\[ s_0 < s_0 + \delta = s_1 \leq \delta \leq s_2. \]

Then \( \log n < K(\delta)n^{\delta} \), where \( K(S) \) depends only on \( \delta \), and

\[ \left| \frac{\alpha_n \log n}{n^s} \right| \leq K(\delta) \left| \frac{\alpha_n}{n^{s_0 + 1\delta}} \right| \]
for all \( s \) of the interval \((s_1, s_2)\). Since

\[
\sum \left| \frac{\alpha_n}{n^{s_2 + 1/2}} \right|
\]

is convergent, the series on the right of (17.1.2) is uniformly convergent in \((s_1, s_2)\), and the differentiation is justifiable.

(3) If

\[
F(s) = \sum \alpha_n n^{-s} = 0
\]

for \( s > s_0 \), then \( \alpha_n = 0 \) for all \( n \). To prove this, suppose that \( \alpha_m \) is the first non-zero coefficient. Then

(17.1.3) \( 0 = F(s) = \alpha_m m^{-s} \left[ 1 + \frac{\alpha_{m+1}}{\alpha_m} \left( \frac{m+1}{m} \right)^{-s} + \frac{\alpha_{m+2}}{\alpha_m} \left( \frac{m+2}{m} \right)^{-s} + \ldots \right] \)

say. If \( s_0 < s_1 < s \), then

\[
\left( \frac{m+k}{m} \right)^{-s} \leq \left( \frac{m+1}{m} \right)^{-(s-s_1)} \left( \frac{m+k}{m} \right)^{-s_1}
\]

and

\[
|G(s)| \leq \frac{1}{|\alpha_m|} \left( \frac{m+1}{m} \right)^{-(s-s_1)} m^{s_1} \sum_{k=1}^{\infty} \frac{|\alpha_{m+k}|}{(m+k)^{s_1}},
\]

which tends to 0 when \( s \to \infty \). Hence

\[
|1 + G(s)| > \frac{1}{2}
\]

for sufficiently large \( s \); and (17.1.3) implies \( \alpha_m = 0 \), a contradiction.

It follows that if \( \sum \alpha_n n^{-s} = \sum \beta_n n^{-s} \) for \( s > s_1 \), then \( \alpha_n = \beta_n \) for all \( n \). We refer to this theorem as the ‘uniqueness theorem’.

(4) Two absolutely convergent Dirichlet series may be multiplied in a manner explained in § 17.4.

17.2. The zeta function. The simplest infinite Dirichlet series is

(17.2.1) \( \zeta(s) = \sum_{n=1}^{\infty} \frac{1}{n^s} \).

It is convergent for \( s > 1 \), and its sum \( \zeta(s) \) is called the Riemann zeta function. In particular\(^{\dagger} \)

(17.2.2) \( \zeta(2) = \sum_{n=1}^{\infty} \frac{1}{n^2} = \frac{\pi^2}{6} \).

\(^{\dagger} \zeta(2n) \) is a rational multiple of \( \pi^{2n} \) for all positive integral \( n \). Thus \( \zeta(4) = \frac{1}{90} \pi^4 \), and generally

\[
\zeta(2n) = \frac{2^{2n-1} B_n}{(2n)!} \pi^{2n},
\]

where \( B_n \) is Bernoulli’s number.
If we differentiate (17.2.1) term by term with respect to \( s \), we obtain

**Theorem 279:** \( \zeta'(s) = - \sum_{n=1}^{\infty} \frac{\log n}{n^s} \) \((s > 1)\).

The zeta function is fundamental in the theory of prime numbers. Its importance depends on a remarkable identity discovered by Euler, which expresses the function as a product extended over prime numbers only.

**Theorem 280.** If \( s > 1 \) then

\[ \zeta(s) = \prod_p \frac{1}{1-p^{-s}}. \]

Since \( p \geq 2 \), we have

\[ \frac{1}{1-p^{-s}} = 1 + p^{-s} + p^{-2s} + \ldots \]

for \( s > 1 \) (indeed for \( s > 0 \)). If we take \( p = 2, 3, \ldots, P \), and multiply the series together, the general term resulting is of the type

\[ 2^{-a_2 s} 3^{-a_3 s} \ldots P^{-a_p s} = n^{-s}, \]

where \( n = 2^{a_2} 3^{a_3} \ldots P^{a_p} \) \((a_2 \geq 0, a_3 \geq 0, \ldots, a_p \geq 0)\).

A number \( n \) will occur if and only if it has no prime factors greater than \( P \), and then, by Theorem 2, once only. Hence

\[ \prod_{p \leq P} \frac{1}{1-p^{-s}} = \sum_{(P)} n^{-s}, \]

the summation on the right-hand side extending over numbers formed from the primes up to \( P \).

These numbers include all numbers up to \( P \), so that

\[ 0 < \sum_{n=1}^{\infty} n^{-s} - \sum_{(P)} n^{-s} < \sum_{P+1}^{\infty} n^{-s}. \]

and the last sum tends to 0 when \( P \to \infty \). Hence

\[ \sum_{n=1}^{\infty} n^{-s} = \lim_{P \to \infty} \sum_{(P)} n^{-s} = \lim_{P \to \infty} \prod_{p \leq P} \frac{1}{1-p^{-s}}, \]

the result of Theorem 280.

Theorem 280 may be regarded as an analytical expression of the fundamental theorem of arithmetic.

**17.3. The behaviour of** \( \zeta(s) \) **when** \( s \to 1 \). We shall require later to know how \( \zeta(s) \) and \( \zeta'(s) \) behave when \( s \) tends to 1 through values greater than 1.
We can write $\zeta(s)$ in the form

$$
(17.3.1) \quad \zeta(s) = \sum_{n=1}^{\infty} n^{-s} = \int_1^{\infty} x^{-s} \, dx + \sum_{n=1}^{\infty} \int_{n}^{n+1} (n^{-s} - x^{-s}) \, dx.
$$

Here

$$
\int_1^{\infty} x^{-s} \, dx = \frac{1}{s-1},
$$

since $s > 1$. Also

$$
0 < n^{-s} - x^{-s} = \int_{n}^{x} st^{-s-1} \, dt < \frac{s}{n^2},
$$

if $n < x < n+1$, and so

$$
0 < \int_{n}^{n+1} (n^{-s} - x^{-s}) \, dx < \frac{s}{n^2},
$$

and the last term in (17.3.1) is positive and numerically less than $s \sum n^{-2}$. Hence

**Theorem 281:**

$$
\zeta(s) = \frac{1}{s-1} + O(1).
$$

Also

$$
\log \zeta(s) = \log \frac{1}{s-1} + \log(1 + O(s-1)),
$$

and so

**Theorem 282:**

$$
\log \zeta(s) = \log \frac{1}{s-1} + O(s-1).
$$

We may also argue with

$$
-\zeta'(s) = \sum_{n=1}^{\infty} n^{-s} \log n = \int_1^{\infty} x^{-s} \log x \, dx + \sum_{n=1}^{\infty} \int_{n}^{n+1} (n^{-s} \log n - x^{-s} \log x) \, dx
$$

much as with $\zeta(s)$, and deduce

**Theorem 283:**

$$
\zeta'(s) = -\frac{1}{(s-1)^2} + O(1).
$$

In particular,

$$
\zeta(s) \sim \frac{1}{s-1}.
$$

This may also be proved by observing that, if $s > 1$,

$$
(1 - 2^{1-s}) \zeta(s) = 1^{-s} + 2^{-s} + 3^{-s} + \ldots - 2(2^{-s} + 4^{-s} + 6^{-s} + \ldots) = 1^{-s} - 2^{-s} + 3^{-s} - \ldots,
$$

and that the last series converges to $\log 2$ for $s = 1$. Hence

$$
(S-1)(S) = (1 - 2^{1-s}) \zeta(s) \frac{s-1}{1 - 2^{1-s}} \rightarrow \log 2 \frac{1}{\log 2} = 1.
$$

We assume here that

$$
\lim_{s \to 1} \sum a_n s^{n} = \sum a_n
$$

whenever the series on the right is convergent, a theorem not included in those of § 17.1. We do not prove this theorem because we require it only for an alternative proof.
17.4. Multiplication of Dirichlet series. Suppose that we are given a finite set of Dirichlet series

\[(17.4.1) \sum \alpha_n n^{-s}, \sum \beta_n n^{-s}, \sum \gamma_n n^{-s}, \ldots\]

and that we multiply them together in the sense of forming all possible products with one factor selected from each series. The general term resulting is

\[\alpha_u u^{-s} \cdot \beta_v v^{-s} \cdot \gamma_w w^{-s} \ldots = \alpha_u \beta_v \gamma_w \ldots n^{-s},\]

where \(n = uvw\ldots\). If now we add together all terms for which \(n\) has a given value, we obtain a single term \(\chi_n n^{-s}\), where

\[(17.4.2) \quad \chi_n = \sum_{uvw\ldots = n} \alpha_u \beta_v \gamma_w \ldots\]

The series \(\sum \chi_n n^{-s}\), with \(\chi_n\) defined by (17.4.2), is called the formal product of the series (17.4.1).

The simplest case is that in which there are only two series (17.4.1), \(\sum \alpha_u u^{-s}\) and \(\sum \beta_v v^{-s}\). If (changing our notation a little) we denote their formal product by \(\sum \gamma_n n^{-s}\), then

\[(17.4.3) \quad \gamma_n = \sum_{uv=n} \alpha_u \beta_v = \sum_{d|n} \alpha_d \beta_{n/d} = \sum_{d|n} \alpha_n/d \beta_d,\]

a sum of a type which occurred frequently in Ch. XVI. And if the two given series are absolutely convergent, and their sums are \(F(s)\) and \(G(s)\), then

\[F(s)G(s) = \sum_u \alpha_u u^{-s} \sum_v \beta_v v^{-s} = \sum_{uv} \alpha_u \beta_v (uv)^{-s} = \sum_n n^{-s} \sum_{uv=n} \alpha_u \beta_v = \sum \gamma_n n^{-s},\]

since we may multiply two absolutely convergent series and arrange the terms of the product in any order that we please.

Theorem 284. If the series

\[F(s) = \sum \alpha_u u^{-s}, \quad G(s) = \sum \beta_v v^{-s}\]

are absolutely convergent, then

\[F(s)G(s) = \sum \gamma_n n^{-s},\]

where \(\gamma_n\) is defined by (17.4.3).

Conversely, if \(H(s) = \sum \delta_n n^{-s} = F(s)G(s)\) then it follows from the uniqueness theorem of § 17.1 that \(\delta_n = \gamma_n\).

Our definition of the formal product may be extended, with proper precautions, to an infinite set of series. It is convenient to suppose that

\[\alpha_1 = \beta_1 = \gamma_1 = \ldots = 1.\]

Then the term \(\alpha_u \beta_v \gamma_w \ldots\) in (17.4.2) contains only a finite number of factors which are not 1,
and we may define $\chi_n$ by (17.4.2) whenever the series is absolutely convergent.

The most important case is that in which $f(1) = 1$, $f(n)$ is multiplicative, and the series (17.4.1) are

$$1+f(p)p^{-s}+f(p^2)p^{-2s}+\ldots+f(p^a)p^{-as}+\ldots$$

for $p = 2, 3, 5, \ldots$; so that, for example, $\alpha_u$ is $f(2^a)$ when $u = 2^a$ and 0 otherwise. Then, after Theorem 2, every $n$ occurs just once as a product $uv\ldots w$ with a non-zero coefficient, and

$$X_n = f(p_1^u)f(p_2^v)\ldots = f(n)$$

when $n = p_1^u p_2^v \ldots$. It will be observed that the series (17.4.2) reduces to a single term, so that no question of convergence arises.

Hence

**Theorem 285.** If $f(1) = 1$ and $f(n)$ is multiplicative, then

$$\sum f(n)n^{-s}$$

is the formal product of the series (17.4.4).

In particular, $\sum n^{-8}$ is the formal product of the series

$$1+p^{-8}+p^{-2s}+\ldots$$

Theorem 280 says in some ways more than this, namely that $\zeta(s)$, the sum of the series $\sum n^{-s}$ when $s > 1$, is equal to the product of the sums of the series $1+p^{-8}+p^{-2s}+\ldots$. The proof can be generalized to cover the more general case considered here.

**Theorem 286.** If $f(n)$ satisfies the conditions of Theorem 285, and

$$\sum If(n)n^{-s}$$

is convergent, then

$$F(s) = \sum f(n)n^{-s} = \prod_p \{1+f(p)p^{-s}+f(p^2)p^{-2s}+\ldots\}.$$ 

We write

$$F_p(s) = 1+f(p)p^{-s}+f(p^2)p^{-2s}+\ldots;$$

the absolute convergence of the series is a corollary of the convergence of (17.4.5). Hence, arguing as in § 17.2, and using the multiplicative property of $f(n)$, we obtain

$$\prod_{p \leq P} F_p(s) = \sum_{(F)} f(n)n^{-s}.$$ 

Since

$$\left| \sum_{n=1}^{\infty} f(n)n^{-s} - \sum_{(F)} f(n)n^{-s} \right| \leq \sum_{P+1}^{\infty} |f(n)|n^{-s} \to 0,$$

the result follows as in § 17.2.

† We must assume absolute convergence because we have not specified the order in which the terms are to be taken.
17.5. The generating functions of some special arithmetical functions. The generating functions of most of the arithmetical functions which we have considered are simple combinations of zeta functions. In this section we work out some of the most important examples.

**Theorem 287:** \[
\frac{1}{\zeta(s)} = \sum_{n=1}^{\infty} \frac{\mu(n)}{n^s} \quad (s > 1).
\]

This follows at once from Theorems 280, 262, and 286, since
\[
\frac{1}{\zeta(s)} = \prod_{p} (1 - p^{-s}) = \prod_{p} \left(1 + \mu(p)p^{-s} + \mu(p^2)p^{-2s} + \ldots\right) = \sum_{n=1}^{\infty} \mu(n)n^{-s}.
\]

**Theorem 288:** \[
\frac{\zeta(s-1)}{\zeta(s)} = \sum_{n=1}^{\infty} \frac{\phi(n)}{n^s} \quad (s > 2).
\]

By Theorem 287, Theorem 284, and (16.3.1)
\[
\frac{\zeta(s-1)}{\zeta(s)} = \sum_{n=1}^{\infty} \frac{n}{n^s} \sum_{n=1}^{\infty} \frac{\mu(n)}{n^s} = \sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{d|n} \mu\left(\frac{n}{d}\right) = \sum_{n=1}^{\infty} \frac{\phi(n)}{n^s}.
\]

**Theorem 289:** \[
\zeta^2(s) = \sum_{n=1}^{\infty} \frac{d(n)}{n^s} \quad (s > 1).
\]

**Theorem 290:** \[
\zeta(s)\zeta(s-1) = \sum_{n=1}^{\infty} \frac{\sigma(n)}{n^s} \quad (s > 2).
\]

These are special cases of the theorem

**Theorem 291:**
\[
\zeta(s)\zeta(s-k) = \sum_{n=1}^{\infty} \frac{\sigma_k(n)}{n^s} \quad (s > 1, s > k+1).
\]

In fact
\[
\zeta(s)\zeta(s-k) = \sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{n=1}^{\infty} \frac{n^k}{n^s} = \sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{d|n} d^k = \sum_{n=1}^{\infty} \frac{\sigma_k(n)}{n^s},
\]
by Theorem 284.

**Theorem 292:** \[
\frac{\sigma_{s-1}(m)}{m^{s-1}\zeta(s)} = \sum_{n=1}^{\infty} \frac{c_n(m)}{n^s} \quad (s > 1).
\]

By Theorem 271,
\[
c_n(m) = \sum_{d|m,d/\gcd(d,m,d')=n} \mu\left(\frac{n}{d}\right)d = \sum_{d|m,d/\gcd(d,m,d')=n} \mu(d')d;
\]
and so
\[
\sum_{n=1}^{\infty} \frac{c_n(m)}{n^s} = \sum_{n=1}^{\infty} \sum_{d|m,d/\gcd(d,m,d')=n} \frac{\mu(d')d}{d^sd^{s-1}} = \sum_{d'=1}^{\infty} \frac{\mu(d')}{d'^s} \sum_{d|m,d/\gcd(d,m,d')=n} \frac{1}{d^s} = \frac{1}{\zeta(s)} \sum_{d|m} \frac{1}{d^s-1}.
\]
Finally
\[ \sum_{d|m} d^{1-s} = m^{1-s} \sum_{d|m} d^{s-1} = m^{1-s} \sigma_{s-1}(m). \]

In particular

**Theorem 293**: \[ \sum_{n} c_n(m) \frac{1}{n^s} = 6 \frac{\sigma(m)}{\pi^2} m. \]

17.6. The analytical interpretation of the Mobius formula.

Suppose that
\[ g(n) = \sum_{d|n} f(d), \]
and that \( F(s) \) and \( G(s) \) are the generating functions of \( f(n) \) and \( g(n) \).

Then, if the series are absolutely convergent, we have
\[ F(s) \zeta(s) = \sum_{n=1}^{\infty} \frac{f(n)}{n^s} \sum_{n=1}^{\infty} \frac{1}{n^s} = \sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{d|n} f(d) = \sum_{n=1}^{\infty} \frac{g(n)}{n^s} = G(s); \]
and therefore
\[ F(s) = \frac{G(s)}{\zeta(s)} = \sum_{n=1}^{\infty} \frac{g(n)}{n^s} \sum_{n=1}^{\infty} \frac{\mu(n)}{n^s} = \sum_{n=1}^{\infty} \frac{h(n)}{n^s}, \]
where
\[ h(n) = \sum_{d|n} g(d) \mu \frac{n}{d}. \]

It then follows from the uniqueness theorem of § 17.1 (3) that
\[ h(n) = f(n), \]
which is the inversion formula of Mobius (Theorem 266). This formula then appears as an arithmetical expression of the equivalence of the equations
\[ G(s) = \zeta(s) F(s), \quad F(s) = G(s) \zeta(s). \]

We cannot regard this argument, as it stands, as a proof of the Mobius formula, since it depends upon the convergence of the series for \( F(s) \). This hypothesis involves a limitation on the order of magnitude \( \text{off}(n) \), and it is obvious that such limitations are irrelevant. The 'real' proof of the Mobius formula is that given in § 16.4.

We may, however, take this opportunity of expanding some remarks which we made in § 17.1. We could construct a formal theory of Dirichlet series in which 'analysis' played no part. This theory would include all identities of the 'Mobius' type, but the notions of the sum of an infinite series, or the value of an infinite product, would never occur. We shall not attempt to construct such a theory in detail, but it is interesting to consider how it would begin.

We denote the formal series \( \sum a_n n^{-s} \) by \( A \), and write
\[ A = \sum a_n n^{-s}. \]
In particular we write

\[ I = 1 + 1^{-s} + 0.2^{-s} + 0.3^{-s} + \ldots, \]
\[ Z = 1 + 1.2^{-s} + 1.3^{-s} + \ldots, \]
\[ M = \mu(1)1^{-s} + \mu(2)2^{-s} + \mu(3)3^{-s} + \ldots. \]

By

\[ A = B \]

we mean that \( a_n = b_n \) for all values of \( n \).

The equation

\[ A \times B = C \]

means that \( C \) is the formal product of \( A \) and \( B \), in the sense of § 17.4. The definition may be extended, as in § 17.4, to the product of any finite number of series, or, with proper precautions, of an infinity. It is plain from the definition that

\[ A \times B = B \times A, \quad A \times B \times C = (A \times B) \times C = A \times (B \times C), \]

and so on, and that

\[ A \times I = A. \]

The equation

\[ A \times Z = B \]

means that

\[ b_n = \sum_{d|n} a_d. \]

Let us suppose that there is a series \( L \) such that

\[ Z \times L = I. \]

Then

\[ A = A \times I = A \times (Z \times L) = (A \times Z) \times L = B \times L, \]

i.e.

\[ a_n = \sum_{d|n} b_d l_{n/d}. \]

The Möbius formula asserts that \( l_n = \mu(n) \), or that \( L = M \), or that

\[ (17.6.1) \]

\[ Z \times M = I; \]

and this means that

\[ \sum_{d|n} \mu(d) \]

is 1 when \( n = 1 \) and 0 when \( n > 1 \) (Theorem 263).

We may prove this as in § 16.3, or we may continue as follows. We write

\[ P_p = 1 - p^{-s}, \quad Q_p = 1 + p^{-s} + p^{-2s} + \ldots. \]

where \( p \) is a prime (so that \( P_p \) for example, is the series \( A \) in which \( a_n = 1 \), \( a_p = -1 \), and the remaining coefficients are 0); and calculate the coefficient of \( n^{-s} \) in the formal product of \( P_p \) and \( Q_p \). This coefficient is 1 if \( n = 1 \), \( 1 \cdot 1 = 0 \) if \( n \) is a positive power of \( p \), and 0 in all other cases; so that

\[ P_p \times Q_p = I \]

for every \( p \).

The series \( P_p, Q_p, \) and \( I \) are of the special type considered in § 17.4; and

\[ Z = \prod P_p \times Q_p, \quad M = \prod P_p, \]
\[ Z \times M = \prod Q_p \times \prod P_p, \]

while

\[ \prod (Q_p \times P_p) = \prod I = I. \]

But the coefficient of \( n^{-s} \) in

\[ (Q_2 \times Q_3 \times Q_5 \times \ldots) \times (P_2 \times P_3 \times P_5 \times \ldots) \]

(a product of two series of the general type) is the same as in

\[ Q_2 \times P_2 \times Q_3 \times P_3 \times Q_5 \times P_5 \times \ldots \]

or in

\[ (Q_2 \times P_2) \times (Q_3 \times P_3) \times (Q_5 \times P_5) \times \ldots \]
(which are each products of an infinity of series of the special type); in each case the $\chi_n$ of § 17.4 contains only a finite number of terms. Hence

$$Z \times M = \prod Q_p \times \prod P_p = \prod (Q_p \times P_p) = \prod I = I.$$  

It is plain that this proof of (17.6.1) is, at bottom, merely a translation into a different language of that of § 16.3; and that, in a simple case like this, we gain nothing by the translation. More complicated formulae become much easier to grasp and prove when stated in the language of infinite series and products, and it is important to realize that we can use it without analytical assumptions. In what follows, however, we continue to use the language of ordinary analysis.

17.7. The function $A(n)$. The function $A(n)$, which is particularly important in the analytical theory of primes, is defined by

$$A(n) = \log p \quad (n = p^r),$$

$$A(n) = 0 \quad (n \neq p^m),$$

i.e. as being $\log p$ when $n$ is a prime $p$ or one of its powers, and 0 otherwise.

From Theorem 280, we have

$$\log \zeta(s) = \sum_p \log \left(\frac{1}{1 - p^{-s}}\right).$$

Differentiating with respect to $s$, and observing that

$$\frac{d}{ds} \log \frac{1}{1 - p^{-s}} = -\frac{\log p}{p^s - 1},$$

we obtain

$$-\frac{\zeta'(s)}{\zeta(s)} = \sum_p \frac{\log p}{p^s - 1}. \tag{17.7.1}$$

The differentiation is legitimate because the derived series is uniformly convergent for $s > 1 + \delta > 1.\dagger$

We may write (17.7.1) in the form

$$-\frac{\zeta'(s)}{\zeta(s)} = \sum_p \log p \sum_{m=1}^{\infty} p^{-ms}$$

and the double series $\sum \sum p^{-ms} \log p$ is absolutely convergent when $s > 1$. Hence it may be written as

$$\sum_{p, m} p^{-ms} \log p = \sum A(n)n^{-s},$$

by the definition of $A(n)$.

**Theorem 294:**

$$-\frac{\zeta'(s)}{\zeta(s)} = \sum A(n)n^{-s} \quad (s > 1).$$

Since

$$-\zeta'(s) = \sum_{n=1}^{\infty} \frac{\log n}{n^s},$$

\dagger The $m$th prime $p_m$ is greater than $n$, and the series may be compared with $\sum n^{-s} \log n$. 

by Theorem 279, it follows that
\[
\sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^s} = \frac{1}{\zeta(s)} \sum_{n=1}^{\infty} \frac{\log n}{n^s} = \sum_{n=1}^{\infty} \frac{\mu(n)}{n^s} \sum_{n=1}^{\infty} \frac{\log n}{n^s},
\]
and
\[
\sum_{n=1}^{\infty} \frac{\log n}{n^s} = \zeta(s) \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^s} = \sum_{n=1}^{\infty} \frac{1}{n^s} \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^s}.
\]

From these equations, and the uniqueness theorem of § 17.1, we deduce†

**Theorem 295:** \( A(n) = \sum_{d \mid n} \mu\left(\frac{n}{d}\right) \log d. \)

**Theorem 296:** \( \log n = \sum_{d \mid n} \Lambda(d). \)

We may also prove these theorems directly. If \( n = \prod p^\alpha \), then
\[
\sum_{d \mid n} \Lambda(d) = \sum_{p^\alpha \mid n} \log p.
\]

The summation extends over all values of \( p \), and all positive values of \( \alpha \) for which \( p^\alpha \mid n \), so that \( \log p \) occurs a times. Hence
\[
\sum_{p^\alpha \mid n} \log p = \sum \log p = \log \prod p^\alpha = \log n.
\]

This proves Theorem 296, and Theorem 295 follows by Theorem 266.

Again,
\[
-\frac{d}{ds} \left( \frac{1}{\zeta(s)} \right) = \frac{\zeta'(s)}{\zeta^2(s)} = -\frac{1}{\zeta(s)} \left( \frac{\zeta'(s)}{\zeta(s)} \right),
\]
so that
\[
\sum_{n=1}^{\infty} \frac{\mu(n) \log n}{n^s} = -\sum_{n=1}^{\infty} \frac{\mu(n)}{n^s} \sum_{n=1}^{\infty} \frac{\Lambda(n)}{n^s}.
\]

Hence, as before, we deduce

**Theorem 297:** \(-\mu(n) \log n = \sum_{d \mid n} \mu\left(\frac{n}{d}\right) \Lambda(d). \)

Similarly
\[
-\frac{\zeta'(s)}{\zeta(s)} = \zeta(s) \frac{d}{ds} \left( \frac{1}{\zeta(s)} \right),
\]
and from this (or from Theorems 297 and 267) we deduce

**Theorem 298:** \( \Lambda(n) = -\sum_{d \mid n} \mu(d) \log d. \)

### 17.8. Further examples of generating functions

We add a few examples of a more miscellaneous character. We define \( d(n) \) as the number of ways of expressing \( n \) as the product of \( k \) positive factors (of which any number may be unity), expressions in which only the

† Compare § 17.6.
order of the factors is different being regarded as distinct. In particular, 
\( d_r(n) = d(n) \). Then

**Theorem 299:** \( \zeta^k(s) = \sum \frac{d_k(n)}{n^s} \quad (s > 1) \).

Theorem 289 is a particular case of this theorem.

Again

\[
\frac{\zeta(2s)}{\zeta(s)} = \prod_p \left( \frac{1 - p^{-s}}{1 - p^{-2s}} \right) = \prod_p \left( 1 + \frac{1}{p^s} \right)^{-1}
\]

\[
= \prod_p \left( 1 - \frac{1}{p^s} + \frac{1}{p^{2s}} - \ldots \right)
\]

\[
= \sum_{n=1}^{\infty} \frac{h(n)}{n^s},
\]

where \( X(n) = (-1)^\rho \), \( \rho \) being the total number of prime factors of \( n \), when multiple factors are counted multiply. Thus

**Theorem 300:** \( \frac{\zeta(2s)}{\zeta(s)} = \sum \frac{\lambda(n)}{n^s} \quad (s > 1) \).

Similarly we can prove

**Theorem 301:** \( \frac{\zeta^2(s)}{\zeta(2s)} = \sum_{n=1}^{\infty} \frac{2\omega(n)}{n^s} \quad (s > 1) \),

where \( \omega(n) \) is the number of different prime factors of \( n \).

A number \( n \) is said to be *quadratfrei*† if it has no squared factor. If we write \( q(n) = 1 \) when \( n \) is quadratfrei, and \( q(n) = 0 \) when \( n \) has a squared factor, so that \( q(n) = |\mu(n)| \), then

\[
\frac{\zeta(s)}{\zeta(2s)} = \prod_p \left( \frac{1 - p^{-2s}}{1 - p^{-s}} \right) = \prod_p (1 + p^{-s}) = \sum_{n=1}^{\infty} \frac{q(n)}{n^s} \quad (s > 1),
\]

by Theorems 280 and 286. Thus

**Theorem 302:**

\[
\frac{\zeta(s)}{\zeta(2s)} = \sum_{n=1}^{\infty} \frac{q(n)}{n^s} = \sum_{n=1}^{\infty} \frac{|\mu(n)|}{n^s} \quad (s > 1).
\]

More generally, if \( q_k(n) = 0 \) or 1 according as \( n \) has or has not a kth power as a factor, then

**Theorem 303:**

\[
\frac{\zeta(s)}{\zeta(k^s)} = \sum_{n=1}^{\infty} \frac{q_k(n)}{n^s} \quad (s > 1),
\]

† We have already used this word in § 2.6 (p. 16); there is no convenient English word.
Another example, due to Ramanujan, is

**Theorem 304:** \[ \frac{\zeta^4(s)}{\zeta(2s)} = \sum_{n=1}^{\infty} \frac{(d(n))^2}{n^s} \quad (s > 1). \]

This may be proved as follows. We have

\[ \frac{\zeta^4(s)}{\zeta(2s)} = \prod_p \frac{1 - p^{-2s}}{(1 - p^{-s})^2} = \prod_p \frac{1 + p^{-s}}{(1 - p^{-s})^3}. \]

Now

\[ \frac{1 + x}{(1 - x)^3} = (1 + x)(1 + 3x + 6x^2 + \ldots) = 1 + 4x + 9x^2 + \ldots = \sum_{l=0}^{\infty} (l+1)^2 x^l. \]

Hence

\[ \frac{\zeta^4(s)}{\zeta(2s)} = \prod_p \left\{ \sum_{l=0}^{\infty} (l+1)^2 p^{-ls} \right\}. \]

The coefficient of \( n^{-s} \), when \( n = p_1^{l_1} p_2^{l_2} \ldots \) is

\[ (l_1 + 1)^2 (l_2 + 1)^2 \ldots = \{d(n)\}^2, \]

by Theorem 273.

More generally we can prove, by similar reasoning,

**Theorem 305.** Ifs, \( s-a, s-b, \) and \( s-a-b \) are all greater than 1, then

\[ \frac{\zeta(s)\zeta(s-a)\zeta(s-b)\zeta(s-a-b)}{\zeta(2s-a-b)} = \sum_{n=1}^{\infty} \frac{\sigma_a(n)\sigma_b(n)}{n^s}. \]

**17.9. The generating function of** \( r(n) \). We saw in § 16.10 that

\[ r(n) = 4 \sum_{d|n} \chi(d), \]

where \( \chi(n) \) is 0 when \( n \) is even and \( (-1)^{(n-1)} \) when \( n \) is odd. Hence

\[ \sum \frac{r(n)}{n^s} = 4 \sum \frac{1}{n^s} \sum \frac{\chi(n)}{n^s} = 4 \zeta(s) L(s), \]

where

\[ L(s) = 1^{-s} - 3^{-s} + 5^{-s} - \ldots, \]

ifs \( > 1 \).

**Theorem 306:** \[ \sum \frac{r(n)}{n^s} = 4 \zeta(s) L(s) \quad (s > 1). \]

The function

\[ \eta(s) = 1^{-s} - 2^{-s} + 3^{-s} - \ldots \]

is expressible in terms of \( \zeta(s) \) by the formula

\[ \eta(s) = (1 - 2^{1-s}) \zeta(s); \]

but \( L(s) \), which can also be expressed in the form

\[ L(s) = \prod_p \left( \frac{1}{1 - \chi(p)p^{-s}} \right), \]
is an independent function. It is the basis of the analytical theory of the distribution of primes in the progressions $4m + 1$ and $4m + 3$.

17.10. Generating functions of other types. The generating functions discussed in this chapter have been defined by Dirichlet series; but any function

$$F(s) = \sum \alpha_n u_n(s)$$

may be regarded as a generating function of $\alpha_n$. The most usual form of $u_n(s)$ is

$$u_n(s) = e^{-\lambda_n s},$$

where $\lambda_n$ is a sequence of positive numbers which increases steadily to infinity. The most important cases are the cases $\lambda_n = \log n$ and $\lambda_n = n$. When $\lambda_n = \log n$, $u_n(s) = n^{-s}$, and the series is a Dirichlet series. When $\lambda_n = n$, it is a power series in

$$x = e^{-s}.$$

Since

$$m^{-s}, n^{-s} = (mn)^{-s},$$

and

$$x^m, x^n = x^{m+n},$$

the first type of series is more important in the ‘multiplicative’ side of the theory of numbers (and in particular in the theory of primes). Such functions as

$$\sum \mu(n)x^n, \sum \phi(n)x^n, \sum \Lambda(n)x^n$$

are extremely difficult to handle. But generating functions defined by power series are dominant in the ‘additive’ theory.†

Another interesting type of series is obtained by taking

$$u_n(s) = \frac{e^{-\lambda_n s}}{1 - e^{-\lambda_n s}} = \frac{x^n}{1 - x^n},$$

We write

$$F(x) = \sum_{n=1}^{\infty} a_n \frac{x^n}{1 - x^n},$$

and disregard questions of convergence, which are not interesting here.‡ A series of this type is called a ‘Lambert series’. Then

$$F(x) = \sum_{n=1}^{\infty} a_n \sum_{m=1}^{\infty} x^{mn} = \sum_{N=1}^{\infty} b_N x^N,$$

where

$$b_N = \sum_{n \mid N} a_n.$$

This relation between the $a$ and $b$ is that considered in §§ 16.4 and 17.6, and it is equivalent to

$$\zeta(s)f(s) = g(s),$$

where $f(s)$ and $g(s)$ are the Dirichlet series associated with $a$, and $b$.

† See Chs. XIX-XXI.

‡ All the series of this kind which we consider me absolutely convergent when $0 < x < 1$. 
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Theorem 307. If
\[ f(s) = \sum a_n n^{-s}, \quad g(s) = \sum b_n n^{-s}, \]
then
\[ F(x) = \sum a_n \frac{x^n}{1-x^n} = \sum b_n x^n \]
if and only if
\[ \zeta(s)f(s) = g(s). \]
If \( f(s) = \sum \mu(n)n^{-s}, \) \( g(s) = 1, \) by Theorem 287. If \( f(s) = \sum \phi(n)n^{-s}, \)
\[ g(s) = \zeta(s-1) = \sum \frac{n}{n^{s}}, \]
by Theorem 288. Hence we derive

Theorem 308:
\[ \sum_{1}^{\infty} \frac{\mu(n)x^n}{1-x^n} = x. \]

Theorem 309:
\[ \sum_{1}^{\infty} \frac{\phi(n)x^n}{1-x^n} = \frac{x}{(1-x)^2}. \]

Similarly, from Theorems 289 and 306, we deduce

Theorem 310:
\[ \sum_{n=1}^{\infty} d(n)x^n = \frac{x}{1-x} + \frac{x^2}{1-x^2} + \frac{x^3}{1-x^3} + \ldots. \]

Theorem 311:
\[ \sum_{n=1}^{\infty} r(n)x^n = 4\left( \frac{x}{1-x} - \frac{x^3}{1-x^3} + \frac{x^5}{1-x^5} - \ldots \right). \]

Theorem 311 is equivalent to a famous identity in the theory of elliptic functions, viz.

Theorem 312:
\[ (1 + 2x + 2x^4 + 2x^9 + \ldots)^2 = 1 + 4\left( \frac{x}{1-x} - \frac{x^3}{1-x^3} + \frac{x^5}{1-x^5} - \ldots \right). \]

In fact, if we square the series
\[ 1 + 2x + 2x^4 + 2x^9 + \ldots = \sum_{m=1}^{\infty} x^m, \]
the coefficient of \( x^n \) is \( r(n), \) since every pair \((m_1, m_2)\) for which \( m_1^2 + m_2^2 = n \) contributes a unit to it.†

† Thus 5 arises from 8 pairs, viz. \((2, 1), (1, 2),\) and those derived by changes of sign.
NOTES ON CHAPTER XVII

§ 17.1. There is a short account of the analytical theory of Dirichlet series in Titchmarsh, Theory of functions, ch. ix; and fuller accounts, including the theory of series of the more general type

\[ \sum a_n e^{-\lambda n} \]

(referred to in § 17.10) in Hardy and Riesz, The general theory of Dirichlet's series (Cambridge Math. Tracts, no. 18, 1915), and Landau, Handbuch, 103-24, 723-75.

§ 17.2. There is a large literature concerned with the zeta function and its application to the theory of primes. See in particular the books of Ingham and Landau, and Titchmarsh, The Riemann zeta-function (Oxford, 1951).

For the value of \( \zeta(2n) \) see Bromwich, Infinite series, ed. 2, 298.

§ 17.3. The proof of Theorem 283 depends on the formulae

\[ 0 < n^{-s} \log n - x^{-s} \log x = \int_1^x t^{-s-1} (s \log t - 1) \, dt < \frac{s}{n^s} \log(n+1), \]

valid for \( 3 \leq n \leq x \leq n+1 \) and \( s > 1 \).

There are proofs of the theorem referred to in the footnote to p. 247 in Landau, Handbuch, 106-7, and Titchmarsh, Theory of functions, 289-90.

§§ 17.5-10. Many of the identities in these sections, and others of similar character, occur in Pólya and Szegő, ii. 123-32, 331-9. Some of them go back to Euler. We do not attempt to assign them systematically to their discoverers, but Theorems 304 and 305 were first stated by Ramanujan in the Messenger of Math. 45 (1916), 81-84 (Collected papers, 133-5 and 185).

§ 17.6. The discussion in small print is the result of conversation with Professor Harald Bohr.

§ 17.10. Theorem 312 is due to Jacobi, Fundamenta nova (1829), § 40 (4) and § 65 (6).
18.1. The order of \( d(n) \). In the last chapter we discussed formal relations satisfied by certain arithmetical functions, such as \( d(n) \), \( u(n) \), and \( \phi(n) \). We now consider the behaviour of these functions for large values of \( n \), beginning with \( d(n) \). It is obvious that \( d(n) \gg 2 \) when \( n > 1 \), while \( d(n) = 2 \) if \( n \) is a prime. Hence

**Theorem 313.** The lower limit of \( d(n) \) as \( n \to \infty \) is 2:

\[
\lim_{n \to \infty} d(n) = 2.
\]

It is less trivial to find any upper bound for the order of magnitude of \( d(n) \). We first prove a negative theorem.

**Theorem 314.** The order of magnitude of \( d(n) \) is sometimes larger than that of any power of \( \log n \): the equation

\[
(18.1.1) \quad d(n) = \mathcal{O}(\log n^\Delta)
\]

is false for every \( \Delta \).†

If \( n = 2^m \), then

\[
d(n) = m+1 \sim \frac{\log n}{\log 2}.
\]

If \( n = (2 \cdot 3)^m \), then

\[
d(n) = (m+1)^2 \sim \left(\frac{\log n}{\log 6}\right)^2;
\]

and so on. If \( l \leq \Delta < l+1 \) and

\[
n = (2 \cdot 3 \cdots p_{l+1})^m,
\]

then

\[
dl(n) = (m+1)^{l+1} \sim \left(\frac{\log n}{\log(2 \cdot 3 \cdots p_{l+1})}\right)^{l+1} > K(\log n)^{l+1},
\]

where \( K \) is independent of \( n \). Hence (18.1.1) is false for an infinite sequence of values of \( n \).

On the other hand we can prove

**Theorem 315:**

\[
d(n) = \mathcal{O}(n^\delta)
\]

for all positive \( \delta \).

The assertions that \( d(n) = O(n^\delta) \), for all positive \( \delta \), and that \( d(n) = o(n^\delta) \), for all positive \( \delta \), are equivalent, since \( n^{\delta'} = o(n^\delta) \) when \( 0 < \delta' < \delta \).

We require the lemma

**Theorem 316.** If \( f(n) \) is multiplicative, and \( f(p^m) \to 0 \) as \( p^m \to \infty \), then \( f(n) \to 0 \) as \( n \to \infty \).

† The symbols \( 0, \sim, \mathcal{O} \) were defined in § 1.6.
18.11 ARITHMETICAL FUNCTIONS

Given any positive ε, we have

(i) \(|f(p^m)| < A\) for all \(p\) and \(m\),

(ii) \(|f(p^m)| < 1\) if \(p^m > B\),

(iii) \(|f(p^m)| < \epsilon\) if \(p^m > N(\epsilon)\),

where \(A\) and \(B\) are independent of \(p, m, \epsilon, \) and \(N(\epsilon)\) depends on \(\epsilon\) only. If

\[ n = p_1^{\alpha_1} p_2^{\alpha_2} \cdots p_r^{\alpha_r}, \]

then

\[ f(n) = f(p_1^{\alpha_1}) f(p_2^{\alpha_2}) \cdots f(p_r^{\alpha_r}). \]

Of the factors \(p_1^{\alpha_1}, p_2^{\alpha_2}, \ldots\), not more than \(C\) are less than or equal to \(B, \) \(C\) being independent of \(n\) and \(\epsilon\). The product of the corresponding factors \(f(p^a)\) is numerically less than \(A^C\), and the rest of the factors of \(f(n)\) are numerically less than 1.

The number of integers which can be formed by the multiplication of factors \(p^a \leq N(\epsilon)\) is \(M(\epsilon)\), and every such number is less than \(P(\epsilon), M(\epsilon)\) and \(P(\epsilon)\) depending only on \(\epsilon\). Hence, if \(n > P(\epsilon)\), there is at least one factor \(p^a\) of \(n\) such that \(p^a > N(\epsilon)\) and then, by (iii),

\[ |f(p^a)| < \epsilon. \]

It follows that

\[ |f(n)| < A^C \epsilon \]

when \(n > P(\epsilon)\), and therefore that \(f(n) \to 0\).

To deduce Theorem 315, we take \(f(n) = n^{-\delta} d(n)\). Then \(f(n)\) is multiplicative, by Theorem 273, and

\[ f(p^m) = \frac{m+1}{p^{m\delta}} \leq \frac{2m}{p^{m\delta}} = \frac{2 \log p^m}{\log p} \leq \frac{2}{\log 2} \frac{\log p^m}{(p^m)^{\delta}} \to 0 \]

when \(p^m \to \infty\). Hence \(f(n) \to 0\) when \(n \to \infty\), and this is Theorem 315 (with \(o\) for 0).

We can also prove Theorem 315 directly. By Theorem 273,

\[ (18.1.2) \]

\[ \frac{d(n)}{n^\delta} = \prod_{i=1}^{r} \left( \frac{a_i+1}{p_i^{\alpha_i}} \right). \]

Since \(a \delta \log 2 \leq e^a \delta \log 2 = 2^a \delta \leq p^{\alpha \delta}\),

we have \(\frac{a+1}{p^{a \delta}} \leq 1 + \frac{a}{p^{a \delta}} \leq 1 + \frac{1}{\delta \log 2} \leq \exp \left( \frac{1}{\delta \log 2} \right)\).

We use this in (18.1.2) for those \(p\) which are less than \(2^{1/\delta}\) there are less than \(2^{1/\delta}\) such primes. If \(p \geq 2^{1/\delta}\), we have

\[ p^\delta \geq 2, \quad \frac{a+1}{p^{a \delta}} \leq \frac{a+1}{2^a} \leq 1. \]
Hence

\[
\frac{d(n)}{n^\delta} \leq \prod_{p \leq 2^{tn}} \exp\left(\frac{1}{\delta \log 2}\right) < \exp\left(\frac{2^{1/\delta}}{\delta \log 2}\right) = O(1).
\]

This is Theorem 315.

We can use this type of argument to improve on Theorem 315. We suppose \( \epsilon > 0 \) and replace \( \delta \) in the last paragraph by

\[
\alpha = \frac{(1 + \frac{1}{2}\epsilon) \log 2}{\log \log n}.
\]

Nothing is changed until we reach the final step in (18.1.3) since it is here that, for the first time, we use the fact that \( \delta \) is independent of \( n \). This time we have

\[
\log \left(\frac{d(n)}{n^\alpha}\right) < \frac{2^{1/\alpha}}{\alpha \log 2} = \frac{(\log n)^{1/(1+\epsilon) \log \log n}}{(1 + \frac{1}{2}\epsilon) \log^2 2} \leq \frac{\epsilon \log 2 \log n}{2 \log \log n}
\]

for all \( n > n_0(\epsilon) \) (by the remark at the top of p. 9). Hence

\[
\log d(n) < \alpha \log n + \frac{\epsilon \log 2 \log n}{2 \log \log n} = \frac{(1 + \epsilon) \log 2 \log n}{\log \log n}.
\]

We have thus proved part of

**Theorem 317**: \( \lim \frac{\log d(n) \log \log n}{\log n} = \log 2; \) that is, if \( \epsilon > 0 \), then

\[
d(n) < 2^{(1 + \epsilon) \log n / \log \log n}
\]

for all \( n > n_0(\epsilon) \) and

\[
d(n) > 2^{(1 - \epsilon) \log n / \log \log n}
\]

for an infinity of values of \( n \).

Thus the true 'maximum order' of \( d(n) \) is about

\[
2^{\log n / \log \log n}.
\]

It follows from Theorem 315 that

\[
\frac{\log d(n)}{\log n} \to 0
\]

and so

\[
d(n) = n^{\log d(n) / \log n} = n^{\epsilon_n},
\]

where \( \epsilon_n \to 0 \) as \( n \to \infty \). On the other hand, since

\[
2^{\log n / \log \log n} = n^{\log 2 / \log \log n}
\]

and \( \log \log n \) tends very slowly to infinity, \( \epsilon_n \) tends very slowly to 0. To put it roughly, \( d(n) \) is, for some \( n \), much more like a power of \( n \).
than a power of $\log n$. But this happens only very rarely\footnote{See \S 22.13.} and, as Theorem 313 shows, $d(n)$ is sometimes quite small.

To complete the proof of Theorem 317, we have to prove (18.1.4) for a suitable sequence of $n$. We take $n$ to be the product of the first $r$ primes, so that

$$n = 2 \cdot 3 \cdot 5 \cdot 7 \cdot P, \quad d(n) = 2^r = 2^{\pi(P)},$$

where $P$ is the $r$th prime. It is reasonable to expect that such a choice of $n$ will give us a large value of $d'(n)$. The function

$$\vartheta(x) = \sum_{p \leq x} \log p$$

is discussed in Ch. XXII, where we shall prove (Theorem 414) that

$$\vartheta(x) > Ax$$

for some fixed positive $A$ and all $x \geq 2.7$. We have then

$$AP < \vartheta(P) = \sum_{p \leq P} \log p = \log n,$$

$$\pi(P) \log P = \log P \sum_{x \leq P} 1 \geq \vartheta(P) = \log n,$$

and so

$$\log d(n) = \pi(P) \log \frac{\log n \log 2}{\log P},$$

$$\frac{\log n \log 2}{\log \log n - \log A},$$

for $n > n_0(\varepsilon)$.

18.2. The average order of $d(n)$. If $f(n)$ is an arithmetical function and $g(n)$ is any simple function of $n$ such that

$$f(1) + f(2) + \ldots + f(n) \sim g(1) + \ldots + g(n),$$

we say that $f(n)$ is of the average order of $g(n)$. For many arithmetical functions, the sum of the left-hand side of (18.2.1) behaves much more regularly for large $n$ than does $f(n)$ itself. For $d(n)$, in particular, this is true and we can prove very precise results about it.

**Theorem 318:** $d(1) + d(2) + \ldots + d(n) \sim \log n$.

Since

$$\log 1 + \log 2 + \ldots + \log n \sim \int_1^n \log t \, dt \sim \log n,$$

the result of Theorem 318 is equivalent to

$$d(1) + d(2) + \ldots + d(n) \sim \log 1 + \log 2 + \ldots + \log n.$$
We may express this by saying

**Theorem 319.** The average order of \( d(n) \) is \( \log n \).

Both theorems are included in a more precise theorem, viz.

**Theorem 320:**

\[
d(1) + d(2) + \ldots + d(n) = \frac{n \log n}{n} + (2\gamma - 1)n + O(\sqrt{n}),
\]

where \( \gamma \) is Euler's constant.$^1$

We prove these theorems by use of the lattice \( L \) of Ch. III, whose vertices are the points in the \((x, y)\)-plane with integral coordinates. We denote by \( D \) the region in the upper right-hand quadrant contained between the axes and the rectangular hyperbola \( xy = n \). We count the lattice points in \( D \), including those on the hyperbola but not those on the axes. Every lattice point in \( D \) appears on a hyperbola

\[ xy = s \quad (1 \leq s \leq n); \]

and the number on such a hyperbola is \( d(s) \). Hence the number of lattice points in \( D \) is

\[ d(1) + d(2) + \ldots + d(n). \]

Of these points, \( n = [n] \) have the \( x \)-coordinate 1, \( [\frac{1}{2} n] \) have the \( x \)-coordinate 2, and so on. Hence their number is

\[ [n] + \left[ \frac{n}{2} \right] + \left[ \frac{n}{3} \right] + \ldots + \left[ \frac{n}{n} \right] = n\left(1 + \frac{1}{2} + \ldots + \frac{1}{n}\right) + O(n) = n \log n + O(n), \]

since the error involved in the removal of any square bracket is less than 1. This result includes Theorem 318.

Theorem 320 requires a refinement of the method. We write

\[ u = \left[ \sqrt{n} \right], \]

so that

\[ u^2 = n + O(\sqrt{n}) = n + O(u) \]

and

\[ \log u = \log(\sqrt{n} + O(1)) = \frac{1}{2} \log n + O\left(\frac{1}{\sqrt{n}}\right). \]

In Fig. 9 the curve \( GEFH \) is the rectangular hyperbola \( xy = n \), and the coordinates of \( A, B, C, D \) are \((0, 0), (0, u), (u, u), (u, 0)\). Since \((u+1)^2 > n\), there is no lattice point inside the small triangle \( ECF \); and the figure is symmetrical as between \( x \) and \( y \). Hence the number of lattice points in \( D \) is equal to twice the number in the strip between \( AY \) and \( DF \), counting those on \( DF \) and the curve but not those on

\[ 1 + \frac{1}{2} + \ldots + \frac{1}{n} \log n = \gamma + O\left(\frac{1}{n}\right), \]

where \( \gamma \) is a constant, known as Euler's constant.$^1$

$^1$ In Theorem 422 we prove that

\[ 1 + \frac{1}{2} + \ldots + \frac{1}{n} \log n = \gamma + O\left(\frac{1}{n}\right), \]
AY, less the number in the square ADCB, counting those on BC and CD but not those on AB and AD; and therefore

\[
\sum_{l=1}^{n} d(l) = 2\left(\left\lfloor \frac{n}{1} \right\rfloor + \left\lfloor \frac{n}{2} \right\rfloor + \ldots + \left\lfloor \frac{n}{u} \right\rfloor \right) - u^2 = 2n\left(1 + \frac{1}{2} + \ldots + \frac{1}{u}\right) - n + O(u).
\]

Now

\[
2\left(1 + \frac{1}{2} + \ldots + \frac{1}{u}\right) = 2\log u + 2\gamma + O\left(\frac{1}{u}\right),
\]

so that

\[
\sum_{l=1}^{n} d(l) = 2n\log u + (2\gamma - 1)n + O(u) + O\left(\frac{n}{u}\right) = n\log n + (2\gamma - 1)n + O(\sqrt{n}).
\]

Although

\[
\frac{1}{n} \sum_{l=1}^{n} d(l) \sim \log n,
\]

it is not true that 'most' numbers \(n\) have about \(\log n\) divisors. Actually 'almost all' numbers have about

\[
(\log n)^{\log 2} = (\log n)^{6\ldots}
\]

divisors. The average \(\log n\) is produced by the contributions of the small proportion of numbers with abnormally large \(d(n)\).†

This may be seen in another way, if we assume some theorems of Ramanujan. The sum

\[
d^2(1) + \ldots + d^2(n)
\]

is of order \(n(\log n)^{2^1-1} = n(\log n)^{3};\)

\[
d^3(1) + \ldots + d^3(n)
\]

† 'Almost all' is used in the sense of §1.6. The theorem is proved in §22.13.
is of order $n(\log n)^{2^{n-1}} = n(\log n)^7$; and so on. We should expect these sums to be of order $n(\log n)^2, n(\log n)^3, \ldots$, if $d(n)$ were generally of the order of $\log n$. But, as the power of $d(n)$ becomes larger, the numbers with an abnormally large number of divisors dominate the average more and more.

18.3. The order of $\sigma(n)$. The irregularities in the behaviour of $\sigma(n)$ are much less pronounced than those of $d(n)$.

Since $1 \mid n$ and $n \mid n$, we have first

**Theorem 321:** $u(n) > n$.

On the other hand,

**Theorem 322:** $u(n) = O(n^{1+\delta})$ for every positive $\delta$.

More precisely,

**Theorem 323:** $\lim_{n \to \infty} \frac{\sigma(n)}{n \log \log n} = e^\gamma$.

We shall prove Theorem 322 in the next section, but must postpone the proof of Theorem 323, which, with Theorem 321, shows that the order of $u(n)$ is always 'very nearly $n$', to § 22.9.

As regards the average order, we have

**Theorem 324.** The average order of $u(n)$ is $\frac{1}{6} \pi^2 n$. More precisely,

$\sigma(1) + \sigma(2) + \ldots + \sigma(n) = \frac{1}{12} \pi^2 n^2 + O(n \log n)$.

For

$\sigma(1) + \ldots + \sigma(n) = \sum y$,

where the summation extends over all the lattice points in the region $D$ of § 18.2. Hence

$$\sum_{l=1}^{n} \sigma(l) = \sum_{x=1}^{n} \sum_{y \leq n/x} \frac{1}{2} \left[ \frac{n}{x} \right] \left( \left[ \frac{n}{x} \right] + 1 \right)$$

$$= \frac{1}{2} \sum_{x=1}^{n} \left( \frac{n}{x} + O(1) \right) \left( \frac{n}{x} + O(1) \right) = \frac{1}{6} \pi^2 \sum_{x=1}^{n} \frac{1}{x^2} + O\left( n \sum_{x=1}^{n} \frac{1}{x} \right) + O(n).$$

Now

$$\sum_{x=1}^{n} \frac{1}{x^2} = \sum_{x=1}^{\infty} \frac{1}{x^2} + O\left( \frac{1}{n} \right) = \frac{1}{6} \pi^2 + O\left( \frac{1}{n} \right).$$

by (17.2.2), and

$$\sum_{x=1}^{n} \frac{1}{x} = O(\log n).$$

Hence

$$\sum_{l=1}^{n} \sigma(l) = \frac{1}{12} \pi^2 n^2 + O(n \log n).$$

In particular, the average order of $u(n)$ is $\frac{1}{6} \pi^2 n$.†

† Since $\sum_{1}^{2} m \sim \frac{1}{2} n^2$. 
18.4. The order of \( \phi(n) \). The function \( \phi(n) \) is also comparatively regular, and its order is also always ‘nearly \( n \)’. In the first place

**Theorem 325:** \( \phi(n) < n \) if \( n > 1 \).

Next, if \( n = p^m \), and \( p > 1/\varepsilon \), then

\[
\phi(n) = n \left(1 - \frac{1}{p}\right) > n(1 - \varepsilon).
\]

Hence

**Theorem 326:**

\[
\lim_{n \to \infty} \frac{\phi(n)}{n} = 1.
\]

There are also two theorems for \( \phi(n) \) corresponding to Theorems 322 and 323.

**Theorem 327:** \( \phi(n)^{1-\delta} \to \infty \) for every positive \( \delta \).

**Theorem 328:**

\[
\lim_{n \to \infty} \frac{\phi(n) \log \log n}{n} = e^{-\gamma}.
\]

**Theorem 327** is equivalent to Theorem 322, in virtue of

**Theorem 329:**

\[
A < \frac{\sigma(n) \phi(n)}{n^2} < 1
\]

(for a positive constant \( A \)).

To prove the last theorem we observe that, if \( n = \prod p^a \), then

\[
\sigma(n) = \prod_{p|n} \frac{p^{a+1} - 1}{p - 1} = n \prod_{p|n} \frac{1 - p^{-a}}{1 - p^{-1}}
\]

and

\[
\phi(n) = n \prod_{p|n} (1 - p^{-1}).
\]

Hence

\[
\frac{\sigma(n) \phi(n)}{n^2} = \prod_{p|n} (1 - p^{-a-1}),
\]

which lies between 1 and \( \prod (1 - p^{-2}) \). It follows that \( \sigma(n)/n \) and \( n/\phi(n) \) have the same order of magnitude, so that Theorem 327 is equivalent to Theorem 322.

To prove Theorem 327 (and so Theorem 322) we write

\[
f(n) = \frac{n^{1-\delta}}{\phi(n)}.
\]

Then \( f(n) \) is multiplicative, and so, by Theorem 316, it is sufficient to prove that

\[
f(p^m) \to 0
\]

† By **Theorem 280** and (17.2.2), we see that the A of Theorem 329 is in fact

\[
\zeta(2)^{-1} = 6\pi^{-2}.
\]
when \( p^m \to \infty \). But
\[
\frac{1}{f(p^m)} = \frac{\phi(p^m)}{p^{m(1-\delta)}} = \frac{m^\delta}{p} \left( 1 - \frac{1}{p} \right) \geq \frac{1}{2} p^{m\delta} \to \infty.
\]

We defer the proof of Theorem 328 to Ch. XXII.

**18.5. The average order of \( \phi(n) \).** The average order of \( \phi(n) \) is \( 6n/\pi^2 \). More precisely

**Theorem 330:**
\[
\Phi(n) = \phi(1) + \cdots + \phi(n) = \frac{3n^2}{\pi^2} + O(n \log n).
\]

For, by (16.3.1),
\[
\Phi(n) = \sum_{m=1}^{n} \sum_{d|m} \frac{\mu(d)}{d} = \sum_{dd' \leq n} d' \mu(d)
\]
\[
= \sum_{d=1}^{n} \mu(d) \left[ \left\lfloor \frac{n}{d} \right\rfloor - \left\lfloor \frac{n}{d'} \right\rfloor \right]
\]
\[
= \frac{1}{2} \sum_{d=1}^{n} \mu(d) \left( \left[ \frac{n^2}{d^2} \right] + \left[ \frac{n}{d} \right] \right)
\]
\[
= \frac{1}{2} n^2 \sum_{d=1}^{\infty} \frac{\mu(d)}{d^2} + O(n \sum_{d=1}^{n} \frac{1}{d})
\]
\[
= \frac{1}{2} n^2 \sum_{d=1}^{\infty} \frac{\mu(d)}{d^2} + O(n^2 \sum_{n+1}^{\infty} \frac{1}{d^2}) + O(n \log n)
\]
\[
= \frac{n^2}{2\zeta(2)} + O(n) + O(n \log n) = \frac{3n^2}{\pi^2} + O(n \log n),
\]
by Theorem 287 and (17.2.2).

The number of terms in the Farey series \( \mathcal{F}_n \) is \( \Phi(n) + 1 \), so that an alternative form of Theorem 330 is

**Theorem 331.** The number of terms in the Farey series of order \( n \) is approximately \( 3n^2/\pi^2 \).

Theorems 330 and 331 may be stated more picturesquely in the language of probability. Suppose that \( n \) is given, and consider all pairs of integers \( (p, q) \) for which
\[
q > 0, \quad 1 \leq p \leq q \leq n,
\]
and the corresponding fractions \( p/q \). There are
\[
\psi_n = \frac{1}{2} n(n+1) \sim \frac{1}{2} n^2
\]
such fractions, and \( \chi_n \), the number of them which are in their lowest terms, is \( a > (n) \) If, as is natural, we define 'the probability that \( p \) and \( q \) are prime to one another' as

\[
\lim_{n \to \infty} \frac{\chi_n}{\psi_n}
\]

we obtain

**Theorem 332.** The probability that two integers should be prime to one another is \( 6/\pi^2 \).

**18.6. The number of \textit{quatratfrei} numbers.** An allied problem is that of finding the probability that a number should be \('\text{quatratfrei}', \footnote{Without square factors, a product of different primes; see \S\ 17.8.} \) i.e. of determining approximately the number \( Q(x) \) of \textit{quatratfrei} numbers not exceeding \( x \).

We can arrange all the positive integers \( n \leq y^2 \) in sets \( S_1, S_2, \ldots, \) such that \( S_d \) contains just those \( n \) whose largest square factor is \( d^2 \). Thus \( S_1 \) is the set of all \textit{quatratfrei} \( n \leq y^2 \). The number of \( n \) belonging to \( S_d \) is

\[
Q\left(\frac{y^2}{d^2}\right)
\]

and, when \( d > y \), \( S_d \) is empty. Hence

\[
[y^2] = \sum_{d \leq y} Q(B)
\]

and so, by Theorem 268,

\[
Q(y^2) = \sum_{d \leq y} \mu(d) \left(\frac{y^2}{d^2}\right) = \sum_{d \leq y} \mu(d) \left(\frac{y^2}{d^2} + O(1)\right)
\]

\[
= y^2 \sum_{d \leq y} \frac{\mu(d)}{d^2} + O(y)
\]

\[
= y^2 \sum_{d=1}^{\infty} \frac{\mu(d)}{d^2} + O\left(y^2 \sum_{d>y} \frac{1}{d^2}\right) + O(y)
\]

\[
= \frac{y^2}{\zeta(2)} + O(y) = \frac{6y^2}{\pi^2} + O(y).
\]

Replacing \( y^2 \) by \( x \), we obtain

**Theorem 333.** The probability that a number should be \textit{quatratfrei} is \( 6/\pi^2 \); more precisely

\[
Q(x) = \frac{6x}{\pi^2} + O(\sqrt{x}).
\]
A number \( n \) is quadratfrei if \( \mu(n) \equiv 1 \), or \( |\mu(n)| = 1 \). Hence an alternative statement of Theorem 333 is

\[
\text{Theorem 334}: \quad \sum_{n=1}^{x} |\mu(n)| = \frac{6x}{\pi^2} + O(\sqrt{x}).
\]

It is natural to ask whether, among the quadratfrei numbers, those for which \( p(n) = 1 \) and those for which \( \mu(n) = -1 \) occur with the same frequency. If they do so, then the sum

\[
M(x) = \sum_{n=1}^{x} \mu(n)
\]

should be of lower order than \( x \); i.e.

\[
\text{Theorem 335}: \quad M(x) = 0 \quad (x).
\]

This is true, but we must defer the proof until § 22.17.

18.7. The order of \( r(n) \). The function \( r(n) \) behaves in some ways rather like \( d(n) \), as is to be expected after Theorem 278 and (16.9.2). If \( n \equiv 3 \pmod{4} \), then \( r(n) = 0 \). If \( n = (p_1 p_2 \ldots p_{i+1})^m \), and every \( p \) is \( 4k+1 \), then \( r(n) = 4d(n) \). In any case \( r(n) \leq 4d(n) \). Hence we obtain the analogues of Theorems 313, 314, and 315, viz.

\[
\text{Theorem 336}: \quad \lim_{n \to \infty} r(n) = 0.
\]

\[
\text{Theorem 337}: \quad r(n) = O((\log n)^{A})
\]

is false for every \( A \).

\[
\text{Theorem 338}: \quad r(n) = O(n^\delta)
\]

for every positive \( \delta \).

There is also a theorem corresponding to Theorem 317; the maximum order of \( r(n) \) is

\[
\frac{\log n}{2^{2\log\log n}}
\]

A difference appears when we consider the average order.

\[
\text{Theorem 339}. \quad \text{The average order of } r(n) \text{ is } \pi; \text{ i.e.}
\]

\[
\lim_{n \to \infty} \frac{r(1) + r(2) + \ldots + r(n)}{n} = \pi.
\]

More precisely

\[
(18.7.1) \quad r(1) + r(2) + \ldots + r(n) = \pi n + O(\sqrt{n}).
\]

We can deduce this from Theorem 278, or prove it directly. The direct proof is simpler. Since \( r(m) \), the number of solutions of \( x^2 + y^2 = m \), is the number of lattice points of \( L \) on the circle \( x^2 + y^2 = m \), the sum (18.7.1) is one less than the number of lattice points inside or on the
circle \( x^2 + y^2 = n \). If we associate with each such lattice point the lattice

\[
x^2 + y^2 = (\sqrt{n} + \sqrt{2})^2
\]

and includes the circle

\[
x^2 + y^2 = (\sqrt{n} - \sqrt{2})^2;
\]

and each of these circles has an area \( \pi n + O(\sqrt{n}) \).

This geometrical argument may be extended to space of any number of dimensions. Suppose, for example, that \( r_3(n) \) is the number of integral solutions of

\[
x^2 + y^2 + z^2 = n
\]

(solutions differing only in sign or order being again regarded as distinct). Then we can prove

\textbf{Theorem 340:} \( r_3(1) + r_3(2) + \ldots + r_3(n) = \frac{4}{3} \pi n^3 + O(n) \).

If we use Theorem 278, we have

\[
\sum_{1 \leq \nu \leq x} r(\nu) = 4 \sum_{1 \leq d \leq x} \chi(d) = 4 \sum_{1 \leq u \leq x} \chi(u),
\]

the sum being extended over all the lattice points of the region \( D \) of \( \S 18.2 \). If we write this in the form

\[
4 \sum_{1 \leq u \leq x} \chi(u) \sum_{1 \leq \nu \leq x/u} 1 = 4 \sum_{1 \leq u \leq x} \chi(u) \left[ \frac{x}{u} \right],
\]

we obtain

\textbf{Theorem 341:}

\[
\sum_{1 \leq \nu \leq x} r(\nu) = 4 \left( \left\lfloor \frac{x}{1} \right\rfloor - \left\lfloor \frac{x}{3} \right\rfloor + \left\lfloor \frac{x}{5} \right\rfloor - \ldots \right).
\]

This formula is true whether \( x \) is an integer or not. If we sum separately over the regions \( ADFY \) and \( DFX \) of \( \S 18.2 \) and calculate the second part of the sum by summing first along the horizontal lines of Fig. 9, we obtain

\[
4 \sum_{u \leq \sqrt{x}} \chi(u) \left[ \frac{x}{u} \right] + 4 \sum_{v \leq \sqrt{x}} \sum_{x/u \leq v} \chi(u).
\]

The second sum is \( O(\sqrt{x}) \), since \( \sum \chi(u) \), between any limits, is 0 or \( \pm 1 \), and

\[
\sum_{u \leq \sqrt{x}} \chi(u) \left[ \frac{x}{u} \right] = \sum_{u \leq \sqrt{x}} \chi(u) x/u + O(\sqrt{x})
\]

\[
= x \left( 1 - \frac{1}{3} + \frac{1}{5} - \ldots + \chi(\left\lfloor \sqrt{x} \right\rfloor) \right) + O(\sqrt{x})
\]

\[
= x \left( \frac{1}{4} + x + O(\sqrt{x}) \right) + O(\sqrt{x}) = \frac{1}{4} \pi x + O(\sqrt{x}).
\]

This gives the result of Theorem 339.
NOTES ON CHAPTER XVIII

§ 18.1. The proof of Theorem 314 see Pólya and Szegö, ii. 160-1, 386.

Theorem 317 is due to Wigert, Archiv für mathematik, 3, No. 18 (1907), 1-9 (Landau, Handbuch, 219-22). Wigert’s proof depends upon the ‘prime number theorem’ (Theorem 6), but Ramanujan (Collected papers, 85-86) showed that it is possible to prove it in a more elementary way. Our proof is essentially Wigert’s, modified so as not to require Theorem 6.

§ 18.2. Theorem 320 was proved by Dirichlet, Abhandl. Akad. Berlin (1849), 69-83 (Werke, ii. 49-66).

A great deal of work has been done since on the very difficult problem (‘Dirichlet’s divisor problem’) of finding better bounds for the error in the approximation. Suppose that \( \theta \) is the lower bound of numbers \( \beta \) such that

\[
d(1) + d(2) + \ldots + d(n) = n \log n + (2\gamma - 1)n + O(n^\beta).
\]

Theorem 320 shows that \( \theta \leq \frac{1}{3} \), Voronoi proved in 1903 that \( \theta \leq \frac{1}{4} \), and van der Corput in 1922 that \( \theta \leq \frac{3}{46} \), and these numbers have been improved further by later writers. On the other hand, Hardy and Landau proved independently in 1915 that \( \theta \geq \frac{1}{4} \). The true value of \( \theta \) is still unknown. See also the note on § 18.7.

As regards the sums \( d^2(1) + \ldots + @@^2(n) \), etc., see Ramanujan, Collected papers, 133-5, and B. M. Wilson, Proc. London Math. Soc. (2) 21 (1922), 235-55.


Theorem 324 stands as stated here in Bachmann, Analytische Zahlentheorie, 402. The substance of it is contained in the memoir of Dirichlet referred to under § 18.2.


Landau (Handbuch, ii. 588-90) showed that Theorem 335 follows simply from the ‘prime number theorem’ (Theorem 6) and later (Sitzungsberichte Akad. Wien, 120, Abt. 2 (1911), 973-88) that Theorem 6 follows readily from Theorem 335.

§ 18.7. For Theorem 339 see Gauss, Werke, ii. 272-5.

This theorem, like Theorem 320, has been the starting-point of a great deal of modern work, the aim being the determination of the number \( \theta \) corresponding to the \( \theta \) of the note on § 18.2. The problem is very similar to the divisor problem, and the numbers \( \frac{1}{2}, \frac{1}{3}, \frac{1}{4} \) occur in the same kind of way; but the analysis required is in some ways a little simpler and has been pushed a little farther. See Landau, Vorlesungen, ii. 183-308, and Titchmarsh, Proc. London Math. Soc. (2) 38 (1935), 96-115 and 555.

For a general elementary method of calculating the ‘average order’ of arithmetical functions belonging to a wide class and for further references to the literature, see Atkinson and Cherwell, Quarterly Journal of Math. (Oxford), 20 (1949), 65-79.
PARTITIONS

19.1. The general problem of additive arithmetic. In this and the next two chapters we shall be occupied with the additive theory of numbers. The general problem of the theory may be stated as follows.

Suppose that \( A \) or \( a_1, a_2, a_3, \ldots \)
is a given system of integers. Thus \( A \) might contain all the positive integers, or the squares, or the primes. We consider all possible representations of an arbitrary positive integer \( n \) in the form

\[
n = a_{i_1} + a_{i_2} + \ldots + a_{i_s},
\]

where \( s \) may be fixed or unrestricted, the \( a \) may or may not be necessarily different, and order may or may not be relevant, according to the particular problem considered. We denote by \( r(n) \) the number of such representations. Then what can we say about \( r(n) \)? For example, is \( r(n) \) always positive? Is there always at any rate one representation of every \( n \)?

19.2. Partitions of numbers. We take first the case in which \( A \) is the set 1, 2, 3,\ldots of all positive integers, \( s \) is unrestricted, repetitions are allowed, and order is irrelevant. This is the problem of 'unrestricted partitions',

A partition of a number \( n \) is a representation of \( n \) as the sum of any number of positive integral parts. Thus

\[
5 = 4+1 = 3+2 = 3+1+1 = 2+2+1 = 2+1+1+1 = 1+1+1+1+1
\]

has 7 partitions. The order of the parts is irrelevant, so that we may, when we please, suppose the parts to be arranged in descending order of magnitude. We denote by \( p(n) \) the number of partitions of \( n \); thus \( p(5) = 7 \).

We can represent a partition graphically by an array of dots or 'nodes' such as

\[
\begin{array}{cccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot & \cdot \\
\cdot & \cdot \\
\cdot & \cdot \\
\end{array}
\]

\( A \)

\[
\begin{array}{cccccc}
\cdot & \cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot & \cdot \\
\cdot \\
\cdot \\
\end{array}
\]

\( T \)

† We have, of course, to count the representation by one part only.
the dots in a row corresponding to a part. Thus A represents the partition
\[ 7 + 4 + 3 + 3 + 1 \]
of 18.

We might also read A by columns, in which case it would represent the partition
\[ 5 + 4 + 4 + 2 + 1 + 1 + 1 \]
of 18. Partitions related in this manner are said to be *conjugate*.

A number of theorems about partitions follow immediately from this graphical representation. A graph with \( m \) rows, read horizontally, represents a partition into \( m \) parts; read vertically, it represents a partition into parts the largest of which is \( m \). Hence

**Theorem 342.** The number of partitions of \( n \) into \( m \) parts is equal to the number of partitions of \( n \) into parts the largest of which is \( m \).

Similarly,

**Theorem 343.** The number of partitions of \( n \) into at most \( m \) parts is equal to the number of partitions of \( n \) into parts which do not exceed \( m \).

We shall make further use of ‘graphical’ arguments of this character, but usually we shall need the more powerful weapons provided by the theory of generating functions.

**19.3. The generating function of** \( p(n) \). The generating functions which are useful here are power series†

\[ F(x) = \sum f(n)x^n. \]

The sum of the series whose general coefficient is \( f(n) \) is called the generating function of \( f(n) \), and is said to **enumerate** \( f(n) \).

The generating function of \( p(n) \) was found by Euler, and is

\[ (19.3.1) \quad F(x) = \frac{1}{(1-x)(1-x^2)(1-x^3)\ldots} = 1 + \sum_{1}^{\infty} p(n)x^n. \]

We can see this by writing the infinite product as

\[ (1 + x + x^2 + \ldots) \]
\[ (1 + x^2 + x^4 + \ldots) \]
\[ (1 + x^3 + x^6 + \ldots) \]
\[ \ldots \]

and multiplying the series together. Every partition of \( n \) contributes just 1 to the coefficient of \( x^n \). Thus the partition

\[ 10 = 3 + 2 + 2 + 2 + 1 \]

† Compare § 17.10.
corresponds to the product of \( x^3 \) in the third row, \( x^6 = x^{8+2+2} \) in the second, and \( x \) in the first; and this product contributes a unit to the coefficient of \( x^{10} \).

This makes (19.3.1) intuitive, but (since we have to multiply an infinity of infinite series) some development of the argument is necessary.

Suppose that \( 0 < x < 1 \), so that the product which defines \( F(x) \) is convergent. The series

\[
1 + x + x^2 + \ldots > 1 + x^2 + x^4 + \ldots > 1 + x^m + x^{2m} + \ldots
\]

are absolutely convergent, and we can multiply them together and arrange the result as we please. The coefficient of \( x^n \) in the product is

\[ p_m(n), \]

the number of partitions of \( n \) into parts not exceeding \( m \). Hence

\[
(19.3.2) \quad F_m(x) = \frac{1}{(1-x)(1-x^2) \ldots (1-x^m)} = 1 + \sum_{n=1}^{\infty} p_m(n)x^n.
\]

It is plain that

\[
(19.3.3) \quad p_m(n) \leq p(n),
\]

that

\[
(19.3.4) \quad p_m(n) = p(n)
\]

for \( n \leq m \), and that

\[
(19.3.5) \quad p_m(n) \to p(n),
\]

when \( m \to \infty \), for every \( n \). And

\[
(19.3.6) \quad F_m(x) = 1 + \sum_{n=1}^{m} p(n)x^n + \sum_{m+1}^{\infty} p_m(n)x^n.
\]

The left-hand side is less than \( F(x) \) and tends to \( F(x) \) when \( m \to \infty \).

Thus

\[
1 + \sum_{n=1}^{m} p(n)x^n < F_m(x) < F(x),
\]

which is independent of \( m \). Hence \( \sum p(n)x^n \) is convergent, and so, after (19.3.3), \( \sum p_m(n)x^n \) converges, for any fixed \( x \) of the range \( 0 < x < 1 \), uniformly for all values of \( m \). Finally, it follows from (19.3.5) that

\[
1 + \sum_{n=1}^{\infty} p(n)x^n = \lim_{m \to \infty} \left( 1 + \sum_{n=1}^{\infty} p_m(n)x^n \right) = \lim_{m \to \infty} F_m(x) = F(x).
\]

Incidentally, we have proved that

\[
(19.3.7) \quad \frac{1}{(1-x)(1-x^2) \ldots (1-x^m)}
\]

e numerates the partitions of \( n \) into parts which do not exceed \( m \) or (what is the same thing, after Theorem 343) into at most \( m \) parts.
We have written out the proof of the fundamental formula (19.3.1) in detail. We have proved it for $0 < x < 1$, and its truth for $|x| < 1$ follows at once from familiar theorems of analysis. In what follows we shall pay no attention to such ‘convergence theorems’,† since the interest of the subject-matter is essentially formal. The series and products with which we deal are all absolutely convergent for small $x$ (and usually, as here, for $|x| < 1$). The questions of convergence, identity, and so on, which arise are trivial, and can be settled at once by any reader who knows the elements of the theory of functions.

19.4. Other generating functions. It is equally easy to find the generating functions which enumerate the partitions of $n$ into parts restricted in various ways. Thus

\[
(19.4.1) \quad \frac{1}{(1-x)(1-x^3)(1-x^5)...}
\]

enumerates partitions into odd parts;

\[
(19.4.2) \quad \frac{1}{(1-x^2)(1-x^4)(1-x^6)...}
\]

partitions into even parts;

\[
(19.4.3) \quad (1+x)(1+x^2)(1+x^3)...\]

partitions into unequal parts;

\[
(19.4.4) \quad (1+x)(1+x^3)(1+x^5)...\]

partitions into parts which are both odd and unequal; and

\[
(19.4.5) \quad \frac{1}{(1-x)(1-x^4)(1-x^6)(1-x^9)...},
\]

where the indices are the numbers $5m+1$ and $5m+4$, partitions into parts each of which is of one of these forms.

Another function which will occur later is

\[
(19.4.6) \quad x^N \quad (1-x^2)(1-x^4)...(1-x^{2m})
\]

This enumerates the partitions of $n-N$ into even parts not exceeding $2m$, or of $\frac{1}{2}(n-N)$ into parts not exceeding $m$; or again, after Theorem 343, the partitions of $\frac{1}{2}(n-N)$ into at most $m$ parts.

Some properties of partitions may be deduced at once from the forms

† Except once in § 19.8, where again we are concerned with a fundamental identity, and once in § 19.9, where the limit process involved is less obvious.
of these generating functions. Thus

\[(1+x)(1+x^2)(1+x^3)... = \frac{1-x^2}{1-x} \frac{1-x^4}{1-x^2} \frac{1-x^6}{1-x^4} \cdots \]

\[= \frac{1}{(1-x)(1-x^3)(1-x^5)\cdots}.
\]

Hence

**Theorem 344.** The number of partitions of \(n\) into unequal parts is equal to the number of its partitions into odd parts.

It is interesting to prove this without the use of generating functions. Any number \(l\) can be expressed uniquely in the binary scale, i.e. as

\[l = 2^a + 2^b + 2^c + \cdots \quad (0 \leq a < b < c\ldots)\]

Hence a partition of \(n\) into odd parts can be written as

\[n = l_1 \cdot 1 + l_2 \cdot 3 + l_3 \cdot 5 + \cdots
= (2^a_1 + 2^a_2 + \cdots)1 + (2^a_2 + 2^a_3 + \cdots)3 + (2^a_3 + \cdots)5 + \cdots;
\]

and there is a \((1,1)\) correspondence between this partition and the partition into the unequal parts

\[2^a_1, 2^a_2, \ldots, 2^a_3, 2^a_3, 2^a_3, \ldots, 2^a_3, 5, 2^a_2, 5, \ldots, \ldots\]

### 19.5. Two theorems of Euler

There are two identities due to Euler which give instructive illustrations of different methods of proof used frequently in this theory.

**Theorem 345:**

\[(1+x)(1+x^3)(1+x^5)\cdots
= 1 + \frac{x}{1-x^2} + \frac{x^4}{(1-x^2)(1-x^4)} + \frac{x^9}{(1-x^2)(1-x^4)(1-x^6)} + \cdots.
\]

**Theorem 346:**

\[(1+x^2)(1+x^4)(1+x^6)\cdots
= 1 + \frac{x^2}{1-x^2} + \frac{x^6}{(1-x^2)(1-x^4)} + \frac{x^{12}}{(1-x^2)(1-x^4)(1-x^6)} + \cdots.
\]

In Theorem 346 the indices in the numerators are 1.2, 2.3, 3.4,...

(i) We first prove these theorems by Euler’s device of the introduction of a second parameter \(a\).

Let

\[K(a) = K(a,x) = (1+ax)(1+ax^3)(1+ax^5)\cdots = 1 + c_1 a + c_2 a^2 + \cdots,
\]

\[\frac{1}{1-x}\]

\[= \frac{1}{1-x}\]
where \( c_n = c_n(x) \) is independent of \( a \). Plainly

\[
K(a) = (1 + ax)K(ax^2)
\]

or

\[
1 + c_1a + c_2a^2 + \ldots = (1 + ax)(1 + c_1 ax^2 + c_2 a^2 x^4 + \ldots).
\]

Hence, equating coefficients, we obtain

\[
c_1 = x + c_1 x^2, \quad c_2 = c_1 x^3 + c_2 x^4, \ldots, \quad c_m = c_{m-1} x^{2m-1} + c_m x^{2m}, \ldots,
\]

and so

\[
c_m = \frac{x^{2m-1}}{1 - x^{2m}} c_{m-1} = \frac{x^{1+3+\ldots+(2m-1)}}{(1-x^2)(1-x^4)\ldots(1-x^{2m})} x^m.
\]

It follows that

\[
(19.51) \quad (1 + ax)(1 + ax^3)(1 + ax^5)\ldots = 1 + \frac{ax}{1 - x^2} + \frac{a^2 x^4}{(1-x^2)(1-x^4)} + \ldots,
\]

and Theorems 345 and 346 are the special cases \( a = 1 \) and \( a = x \).

(ii) The theorems can also be proved by arguments independent of the theory of infinite series. Such proofs are sometimes described as 'combinatorial'. We select Theorem 345.

We have seen that the left-hand side of the identity enumerates partitions into odd and unequal parts: thus

\[
15 = 11+3+1 = 9+5+1 = 7+5+3
\]

has 4 such partitions. Let us take, for example, the partition 11+3+1, and represent it graphically as in B, the points on one bent line corresponding to a part of the partition.

We can also read the graph (considered as an array of points) as in C or D, along a series of horizontal or vertical lines. The graphs C and D differ only in orientation, and each of them corresponds to another partition of 15, viz. 6+3+3+1+1+1. A partition like this, symmetrical about the south-easterly direction, is called by Macmahon a self-conjugate partition, and the graphs establish a (1, 1) correspondence between self-conjugate partitions and partitions into odd and unequal parts. The left-hand side of the identity enumerates odd and unequal partitions, and therefore the identity will be proved if we can show that its right-hand side enumerates self-conjugate partitions.
Now our array of points may be read in a fourth way, viz. as in E.

Here we have a square of \(3^2\) points, and two ‘tails’, each representing a partition of \(1/2(15-3^2) = 3\) into 3 parts at most (and in this particular case all 1’s). Generally, a self-conjugate partition of \(n\) can be read as a square of \(m^2\) points, and two tails representing partitions of \(1/2(n-m^2)\) into \(m\) parts at most. Given the (self-conjugate) partition, then \(m\) and the reading of the partition are fixed; conversely, given \(n\), and given any square \(m^2\) not exceeding \(n\), there is a group of self-conjugate partitions of \(n\) based upon a square of \(m^2\) points.

Now

\[
\frac{x^{m^2}}{(1-x^2)(1-x^4)\ldots(1-x^{2m})}
\]

is a special case of (19.4.6), and enumerates the number of partitions of \(1/2(n-m^2)\) into at most \(m\) parts, and each of these corresponds as we have seen to a self-conjugate partition of \(n\) based upon a square of \(m^2\) points. Hence, summing with respect to \(m\),

\[
1 + \sum_{m=1}^{\infty} \frac{x^{m^2}}{(1-x^2)(1-x^4)\ldots(1-x^{2m})}
\]

enumerates all self-conjugate partitions of \(n\), and this proves the theorem.

Incidentally, we have proved

**Theorem 347.** The number of partitions of \(n\) into odd and unequal parts is equal to the number of its self-conjugate partitions.

Our argument suffices to prove the more general identity (19.5.1), and show its combinatorial meaning. The number of partitions of \(n\) into just \(m\) odd and unequal parts is equal to the number of self-conjugate partitions of \(n\) based upon a square of \(m^2\) points. The effect of putting \(a = 1\) is to obliterate the distinction between different values of \(m\).

The reader will find it instructive to give a combinatorial proof of Theorem 346. It is best to begin by replacing \(x^2\) by \(x\), and to use the
decomposition $1 + 2 + 3 + \ldots + m$ of $\frac{1}{2}m(m+1)$. The square of (ii) is replaced by an isosceles right-angled triangle.

19.6. Further algebraical identities. We can use the method (i) of § 19.5 to prove a large number of algebraical identities. Suppose, for example, that

$$ K_j(a) = K_j(a, x) = (1 + ax)(1 + ax^2)\ldots(1 + ax^j) = \sum_{m=0}^{j} c_m a^m. $$

Then

$$ (1 + ax^{j+1})K_j(a) = (1 + ax)K_j(ax). $$

Inserting the power series, and equating the coefficients of $a^m$, we obtain

$$ c_m + c_{m-1} x^{j+1} = (c_m + c_{m-1})x^m $$

or

$$ (1 - x^m)c_m = (x^m - x^{j+1})c_{m-1} = x^m(1 - x^{j+1})c_{m-1}, $$

for $1 \leq m \leq j$. Hence

**Theorem 348:**

$$ (1 + ax)(1 + ax^2)\ldots(1 + ax^j) = 1 + ax \frac{1-x^j}{1-x} + a^2x^2 \frac{(1-x^j)(1-x^{j-1})}{(1-x)(1-x^2)} + \ldots + a^m x^m \frac{(1-x^j)\ldots(1-x^{j-m})}{(1-x)\ldots(1-x^m)} + \ldots + a^j x^j (j+1) . $$

If we write $x^2$ for $x$, $1/x$ for $a$, and make $j \to \infty$, we obtain Theorem 345. Similarly we can prove

**Theorem 349:**

$$ \frac{1}{(1-ax)(1-ax^2)\ldots(1-ax^j)} = 1 + ax \frac{1-x^j}{1-x} + a^2x^2 \frac{(1-x^j)(1-x^{j+1})}{(1-x)(1-x^2)} + \ldots. $$

In particular, if we put $a = 1$, and make $j \to \infty$, we obtain

**Theorem 350:**

$$ \frac{1}{(1-x)(1-x^2)\ldots} = 1 + \frac{x}{1-x} + \frac{x^2}{(1-x)(1-x^2)} + \ldots. $$

19.7. Another formula for F(x). As a further example of ‘combinatorial’ reasoning we prove another theorem of Euler, viz.

**Theorem 351:**

$$ \frac{1}{(1-x)(1-x^2)\ldots} = 1 + \frac{x}{(1-x)^2} + \frac{x^4}{(1-x)^2(1-x^2)^2} + \frac{x^9}{(1-x)^2(1-x^2)^2(1-x^3)^2} + \ldots. $$
The graphical representation of any partition, say

\[
\begin{array}{cccccccc}
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
\end{array}
\]

contains a square of nodes in the north-west corner. If we take the largest such square, called the Durfee square (here a square of 9 nodes), then the graph consists of a square containing \(i^2\) nodes and two tails; one of these tails represents the partition of a number, say \(l\), into not more than \(i\) parts, the other the partition of a number, say \(m\), into parts not exceeding \(i\); and

\[n = i^2 + l + m.\]

In the figure \(n = 20\), \(i = 3\), \(l = 6\), \(m = 5\).

The number of partitions of \(l\) (into at most \(i\) parts) is, after § 19.3, the coefficient of \(x^l\) in

\[
\frac{1}{(1-x)(1-x^2)...(1-x^i)},
\]

and the number of partitions of \(m\) (into parts not exceeding \(i\)) is the coefficient of \(x^m\) in the same expansion. Hence the coefficient of \(x^{n-i^2}\) in

\[
\left\{\frac{1}{(1-x)(1-x^2)...(1-x^i)}\right\}^2,
\]

or of \(x^n\) in

\[
\frac{x^{i^2}}{(1-x)^2(1-x^2)^2...(1-x^i)^2},
\]

is the number of possible pairs of tails in a partition of \(n\) in which the Durfee square is \(i^2\). And hence the total number of partitions of \(n\) is the coefficient of \(x^n\) in the expansion of

\[
1 + \frac{x}{(1-x)^2} + \frac{x^4}{(1-x)^2(1-x^2)^2} + \cdots + \frac{x^{i^2}}{(1-x)^2(1-x^2)^2...(1-x^i)^2} + \cdots.
\]

This proves the theorem.

There are also simple algebraical† proofs.

† We use the word 'algebraical' in its old-fashioned sense, in which it includes elementary manipulation of power series or infinite products. Such proofs involve (though sometimes only superficially) the use of limiting processes, and are, in the strict sense of the word, 'analytical'; but the word 'analytical' is usually reserved, in the theory of numbers, for proofs which depend upon analysis of a deeper kind (usually upon the theory of functions of a complex variable).
19.8. A theorem of Jacobi. We shall require later certain special cases of a famous identity which belongs properly to the theory of elliptic functions.

**Theorem 352.** If \(|x| < 1\), then

\[
(19.8.1) \quad \prod_{n=1}^{\infty} \{(1-x^{2n})(1+x^{2n-1}z)(1+x^{2n-1}z^{-1})\} = 1 + \sum_{n=1}^{\infty} x^n(z^n + z^{-n}) = \sum_{n=-\infty}^{\infty} x^n z^n
\]

for all \(z\) except \(z = 0\).

The two forms of the series are obviously equivalent.

Let us write \(P(x, z) = Q(x) R(x, z) R(x, z^{-1})\),

where \(Q(x) = \prod_{n=1}^{\infty} (1 - x^{2n})\), \(R(x, z) = \prod_{n=1}^{\infty} (1 + x^{2n-1}z)\).

When \(|x| < 1\) and \(z \neq 0\), the infinite products

\[
\prod_{n=1}^{\infty} (1 + |x|^{2n}), \quad \prod_{n=1}^{\infty} (1 + |x^{2n-1}z|), \quad \prod_{n=1}^{\infty} (1 + |x^{2n-1}z^{-1}|)
\]

are all convergent. Hence the products \(Q(x)\), \(R(x, z)\), \(R(x, z^{-1})\) and the product \(P(x, z)\) may be formally multiplied out and the resulting terms collected and arrangea in any way we please; the resulting series is absolutely convergent and its sum is equal to \(P(x, z)\). In particdar,

\[
P(x, z) = \sum_{n=-\infty}^{\infty} a_n(x)z^n,
\]

where \(a_n(x)\) does not depend on \(z\) and

\[
a_n(x) = a_n(x).
\]

Provided \(x \neq 0\), we can easily verify that

\[
(1 + xz)R(x, z^2) = R(x, z), \quad R(x, z-1x-2) = (1 + z^{-1}x^{-1})R(x, z^{-1}),
\]

so that \(xz P(x, z^2) = P(x, z)\). Hence

\[
\sum_{n=-\infty}^{\infty} x^{2n+1} a_n(x)z^{n+1} = \sum_{n=-\infty}^{\infty} a_n(x)z^n.
\]

Since this is true for all values of \(z\) (except \(z = 0\)) we can equate the coefficients of \(z^n\) and find that \(a_{n+1}(x) = x^{2n+1}a_n(x)\). Thus, for \(n \geq 0\), we have

\[
a_{n+1}(x) = x^{2n+1}a_n(x) = x^{n+1}a_0(x).
\]

By (19.8.2) the same is true when \(n+1 < 0\) and so \(a_n(x) = x^{n}a_0(x)\) for all \(n\), provided \(x \neq 0\). But, when \(x = 0\), the result is trivial. Hence

\[
(19.8.3) \quad P(x, z) = a_0(x)S(x, z),
\]

where

\[
S(x, z) = \sum_{n=-\infty}^{\infty} x^n z^n.
\]

To complete the proof of the theorem, we have to show that \(a_0(x) = 1\).
If $z$ has any fixed value other than zero and if $|x| < \frac{1}{2}$ (say), the products $Q(x, z)$, $R(x, z)$, $R(x, z^{-1})$ and the series $S(x, z)$ are all uniformly convergent with respect to $x$. Hence $P(x, z)$ and $S(x, z)$ represent continuous functions of $x$ and, as $x \to 0$,

$$P(x, z) \to P(0, z) = 1; \quad S(x, z) \to S(0, z) = 1.$$ 

It follows from (19.8.3) that $a_n(x) \to 1$ as $x \to 0$.

Putting $z = i$, we have

$$S(x, i) = 1 + 2 \sum_{n=1}^{\infty} (-1)^n x^{4n^2} = S(x^4, -1).$$

Again

$$R(x, i) R(x, i^{-1}) = \prod_{n=1}^{\infty} \left\{ (1 + ix^{2n-1})(1 - ix^{2n-1}) \right\} = \prod_{n=1}^{\infty} (1 + x^{4n-2}),$$

$$Q(x) = \prod_{n=1}^{\infty} (1 - x^{2n}) = \prod_{n=1}^{\infty} \left\{ (1 - x^{4n})(1 - x^{4n-2}) \right\},$$

and so

$$P(x, i) = \prod_{n=1}^{\infty} \left\{ (1 - x^{4n})(1 - x^{8n-4}) \right\}$$

$$= \prod_{n=1}^{\infty} \left\{ (1 - x^{8n})(1 - x^{8n-4})^2 \right\} = P(x^4, -1).$$

Clearly $P(x^4, \infty) \neq 0$, and so it follows from (19.8.3), (19.8.4), and (19.8.5) that $a_0(x) = a_0(x^4)$. Using this repeatedly with $x^4, x^{4^2}, x^{4^3}, \ldots$ replacing $x$, we have

$$a_0(x) = a_0(x^4) = \ldots = a_0(x^{4^k})$$

for any positive integer $k$. But $|x| < 1$ and so $x^{4^k} \to 0$ as $k \to \infty$. Hence

$$a_0(x) = \lim_{x \to 0} a_n(x) = 1.$$ 

This completes the proof of Theorem 352.

**19.9. Special cases of Jacobi’s identity.** If we write $x^k$ for $x$, $-x^4$ and $x^4$ for $z$, and replace $n$ by $n+1$ on the left-hand side of (19.8.1), we obtain

$$(19.9.1) \quad \prod_{n=0}^{\infty} \left\{ (1 - x^{2kn+k-l})(1 - x^{2kn+k+l})(1 - x^{2kn+2k}) \right\} = \sum_{n=-\infty}^{\infty} (-1)^n x^{kn^2+ln},$$

$$(19.9.2) \quad \prod_{n=0}^{\infty} \left\{ (1 + x^{2kn+k-l})(1 + x^{2kn+k+l})(1 - x^{2kn+2k}) \right\} = \sum_{n=-\infty}^{\infty} x^{kn^2+ln}.$$
Some special cases are particularly interesting.

(i) \( k = 1, \ l = 0 \) gives

\[
\prod_{n=0}^{\infty} \left\{ (1-x^{2n+1})^2 (1-x^{2n+2}) \right\} = \sum_{n=-\infty}^{\infty} (-1)^n x^n,
\]

\[
\prod_{n=0}^{\infty} \left\{ (1+x^{2n+1})^2 (1-x^{2n+2}) \right\} = \sum_{n=-\infty}^{\infty} x^n,
\]
two standard formulae from the theory of elliptic functions.

(ii) \( k = \frac{3}{2}, \ l = \frac{1}{2} \) in (19.9.1) gives

\[
\prod_{n=0}^{\infty} \left\{ (1-x^{3n+1})(1-x^{3n+2})(1-x^{3n+3}) \right\} = \sum_{n=-\infty}^{\infty} (-1)^n x^l n(3n+1)
\]
or

**Theorem 353:**

\[
(1-x)(1-x^2)(1-x^3)... = \sum_{n=-\infty}^{\infty} (-1)^n x^l n(3n+1).
\]

This famous identity of Euler may also be written in the form

\[
(1-x)(1-x^2)(1-x^3)... = 1 + \sum_{n=1}^{\infty} (-1)^n \left( x^l n(3n-1) + x^l n(3n+1) \right)
\]

\[
= 1 - x - x^2 + x^5 + x^7 - x^{12} - x^{15} + ... .
\]

(iii) \( k = l = \frac{1}{2} \) in (19.9.2) gives

\[
\prod_{n=0}^{\infty} \left\{ (1+x^n)(1-x^{2n+2}) \right\} = \sum_{n=-\infty}^{\infty} x^l n(n+1),
\]

which may be transformed, by use of (19.4.7), into

**Theorem 354:**

\[
\frac{(1-x^2)(1-x^4)(1-x^6)...}{(1-x)(1-x^2)(1-x^3)...} = 1 + x + x^3 + x^6 + x^{10} + ... .
\]

Here the indices on the right are the triangular numbers.†

(iv) \( k = \frac{5}{2}, \ l = \frac{3}{2} \) and \( k = \frac{5}{2}, \ l = \frac{1}{2} \) in (19.9.1) give

**Theorem 355:**

\[
\prod_{n=0}^{\infty} \left\{ (1-x^{5n+1})(1-x^{5n+4})(1-x^{5n+5}) \right\} = \sum_{n=-\infty}^{\infty} (-1)^n x^l n(5n+3).
\]

**Theorem 356:**

\[
\prod_{n=0}^{\infty} \left\{ (1-x^{5n+2})(1-x^{5n+3})(1-x^{5n+5}) \right\} = \sum_{n=-\infty}^{\infty} (-1)^n x^l n(5n+1).
\]

We shall require these formulae later.

† The numbers \( \frac{1}{2}n(n+1) \).
As a final application, we replace $x$ by $x^1$ and $z$ by $x^1\zeta$ in (19.8.1). This gives

$$\prod_{n=1}^{\infty} \{(1-x^n)(1+x^n\zeta)(1+x^{n-1}\zeta^{-1})\} = \sum_{n=-\infty}^{\infty} x^{1n(n+1)} \zeta^n$$

or

$$(1+\zeta^{-1}) \prod_{n=1}^{\infty} \{(1-x^n)(1+x^n\zeta)(1+x^{n-1}\zeta^{-1})\} = \sum_{m=0}^{\infty} (\zeta^m + \zeta^{-m-1}) x^{1m(m+1)},$$

where on the right-hand side we have combined the terms which correspond to $n = m$ and $n = -m-1$. We deduce that

$$(19.9.4) \quad \prod_{n=1}^{\infty} \{(1-x^n)(1+x^n\zeta)(1+x^{n-1}\zeta^{-1})\} = \sum_{m=0}^{\infty} \zeta^{-m} \left( \frac{1+\zeta^{2m+1}}{1+\zeta} \right) x^{1m(m+1)}$$

$$= \sum_{m=0}^{\infty} x^{1m(m+1)} \zeta^{-m}(1-\zeta+\zeta^2-\ldots+\zeta^{2m})$$

for all $\zeta$ except $\zeta = 0$ and $\zeta = -1$. We now suppose the value of $x$ fixed and that $\zeta$ lies in the closed interval $-\frac{3}{4} \leq \zeta \leq -\frac{1}{2}$. The infinite product on the left and the infinite series on the right of (19.9.4) are then uniformly convergent with respect to $\zeta$. Hence each represents a continuous function of $\zeta$ in this interval and we may let $\zeta \to 1$. We have then

**Theorem 357:**

$$\prod_{n=1}^{\infty} (1-x^n)^3 = \sum_{m=0}^{\infty} (-1)^m(2m+1)x^{1m(m+1)}.$$

This is another famous theorem of Jacobi.

**19.10. Applications of Theorem 353.** Euler’s identity (19.9.3) has a striking combinatorial interpretation. The coefficient of $x^n$ in

$$(1-x)(1-x^2)(1-x^3)\ldots$$

is

$$(19.10.1) \quad \sum (-1)^\nu,$$

where the summation is extended over all partitions of $n$ into unequal parts, and $\nu$ is the number of parts in such a partition. Thus the partition $3+2+1$ of 6 contributes $(-1)^3$ to the coefficient of $x^6$. But (19.10.1) is $E(n) - U(n)$, where $E(n)$ is the number of partitions of $n$ into an even number of unequal parts, and $U(n)$ that into an odd number. Hence Theorem 353 may be restated as

**Theorem 358.** $E(n) = U(n)$ except when $n = \frac{1}{2}k(3k\pm 1)$, when

$$E(n) - U(n) = (-1)^k.$$
Thus \[ 7 = 6 + 1 = 5 + 2 = 4 + 3 = 4 + 2 + 1, \]
\[ E(7) = 3, \quad U(7) = 2, \quad E(7) - C(7) = 1, \]
and \[ 7 = \frac{1}{2} \cdot 2 \cdot (3 \cdot 2 + 1), \quad k = 2. \]

The identity may be used effectively for the calculation of \( p(n) \). For
\[ (1 - x - x^2 + x^5 + x^7 - \ldots ) \left\{ 1 + \sum_{1}^{\infty} p(n)x^n \right\} = \frac{1 - x - x^2 + x^5 + x^7 - \ldots}{(1 - x)(1 - x^2)(1 - x^3)\ldots} = 1. \]

Hence, equating coefficients,
\[ (19.10.2) \quad p(n) - p(n - 1) - p(n - 2) + p(n - 5) + \ldots \]
\[ + (-1)^{k} p\{n - \frac{1}{2} k(3k - 1)\} + (-1)^{k} p\{n - \frac{1}{2} k(3k + 1)\} + \ldots = 0. \]

The number of terms on the left is about \( 2\sqrt{(\frac{3}{2}n)} \) for large \( n \).

Macmahon used (19.10.2) to calculate \( p(n) \) up to \( n = 200 \), and found that
\[ p(200) = 3972999029388. \]

19.11. Elementary proof of Theorem 358. There is a very beautiful proof of Theorem 358, due to Franklin, which uses no algebraical machinery.

We try to establish a \((1,1)\) correspondence between partitions of the two sorts considered in § 19.10. Such a correspondence naturally cannot be exact, since an exact correspondence would prove that \( E(n) = U(n) \) for all \( n \).

We take a graph \( G \) representing a partition of \( n \) into any number of unequal parts, in descending order. We call the lowest line \( AB \)

\[ \begin{array}{c}
A \\
\ldots \\
\ldots \\
\ldots \\
\ldots \\
\ldots \\
B \\
\ldots \\
D \\
\ldots \\
C \\
\end{array} \]

\( G \)

(which may contain one point only) the ‘base’ \( \beta \) of the graph. From \( C \), the extreme north-east node, we draw the longest south-westerly line possible in the graph; this also may contain one node only. This line \( CDE \) we call the ‘slope’ \( \sigma \) of the graph. We write \( \beta < \sigma \) when, as in graph \( G \), there are more nodes in \( \sigma \) than in \( \beta \), and use a similar notation in other cases. Then there are three possibilities.

(a) \( \beta < \sigma \). We move \( \beta \) into a position parallel to and outside \( \sigma \), as shown in graph \( H \). This gives a new partition into decreasing unequal parts, and into a number of such parts whose parity is opposite to that
of the number in G. We call this operation 0, and the converse operation (removing $\sigma$ and placing it below $\beta$) $\Omega$. It is plain that $\Omega$ is not possible, when $\beta < \sigma$, without violating the conditions of the graph.

(b) $\beta = a$. In this case 0 is possible (as in graph H) unless $\beta$ meets $\sigma$ (as in graph J), when it is impossible. $\Omega$ is not possible in either case.

(c) $\beta > \sigma$. In this case 0 is always impossible. $\Omega$ is possible (as in graph K) unless $\beta$ meets $\sigma$ and $\beta = \sigma + 1$ (as in graph L). $\Omega$ is impossible in the last case because it would lead to a partition with two equal parts.

To sum up, there is a (1,1) correspondence between the two types of partitions except in the cases exemplified by J and L. In the first of these exceptional cases $n$ is of the form

$$k + (k+1) + \ldots + (2k-1) = \frac{1}{2}(3k^2 - k),$$

and in this case there is an excess of one partition into an even number of parts, or one into an odd number, according as $k$ is even or odd. In the second case $n$ is of the form

$$(k+1) + (k+2) + \ldots + 2k = \frac{1}{2}(3k^2 + k),$$

and the excess is the same. Hence $E(n) - U(n)$ is 0 unless $n = \frac{1}{2}(3k^2 \pm k)$, when $E(n) - U(n) = (-1)^k$. This is Euler's theorem.

19.12. Congruence properties of $p(n)$. In spite of the simplicity of the definition of $p(n)$, not very much is known about its arithmetic properties.

The simplest arithmetic properties known were found by Ramanujan. Examining Macmahon's table of $p(n)$, he was led first to conjecture, and then to prove, three striking arithmetic properties associated with the moduli 5, 7, and 11. No analogous results are known to modulus 2 or 3, although Newman has found some further results to modulus 13.

**Theorem 359**: $p(5m + 4) \equiv 0 \pmod{5}$.

**Theorem 360**: $p(7m + 5) \equiv 0 \pmod{7}$. 
Theorem 361: \( p(11m + 6) \equiv 0 \pmod{11} \).

We give here a proof of Theorem 359. Theorem 360 may be proved in the same kind of way, but Theorem 361 is more difficult.

By Theorems 353 and 357,

\[
x((1-x)(1-x^2)...)^4 = x(1-x)(1-x^2)...(1-x)(1-x^2)...^3
\]

\[
= x(1-x-x^2+x^5+...)(1-3x+5x^3-7x^6+...)
\]

\[
= \sum_{r=-\infty}^{\infty} \sum_{s=0}^{\infty} (-1)^{r+s}(2s+1)x^k,
\]

where \( k = k(r, s) = 1 + \frac{3}{2}r(3r+1) + \frac{1}{2}s(s+1) \).

We consider in what circumstances \( k \) is divisible by 5.

Now \( 2(r+1)^2+(2s+1)^2 = 8k-10r^2-5 \equiv 8k \pmod{5} \).

Hence \( k \equiv 0 \pmod{5} \) implies

\( 2(r+1)^2+(2s+1)^2 \equiv 0 \pmod{5} \).

Also \( 2(r+1)^2 \equiv 0, 2, \) or 3, \( (2s+1)^2 \equiv 0, 1, \) or 4 \( \pmod{5} \),

and we get 0 on addition only if \( 2(r+1)^2 \) and \( (2s+1)^2 \) are each divisible by 5. Hence \( k \) can be divisible by 5 only if \( 2s+1 \) is divisible by 5, and thus the coefficient of \( x^{5m+5} \) in

\[
x((1-x)(1-x^2)...)^4
\]

is divisible by 5.

Next, in the binomial expansion of \( (1-x)^{-5} \), all the coefficients are divisible by 5, except those of \( 1, x^5, x^{10}, \ldots \), which have the remainder 1.†

We may express this by writing

\[
\frac{1}{(1-x)^5} \equiv \frac{1}{1-x^5} \pmod{5};
\]

the notation, which is an extension of that used for polynomials in § 7.2, implying that the coefficients of every power of \( x \) are congruent. It follows that

\[
\frac{1-x^5}{(1-x)^5} \equiv 1 \pmod{5}
\]

and

\[
\frac{(1-x^5)(1-x^{10})(1-x^{15})\ldots}{(1-x)(1-x^2)(1-x^3)\ldots^5} \equiv 1 \pmod{5}.
\]

Hence the coefficient of \( x^{5m+5} \) in

\[
x((1-x)(1-x^2)...)^4 \frac{(1-x^5)(1-x^{10})\ldots}{(1-2)(1-x^3)\ldots} = x((1-x)(1-x^2)...)^4 (1-x^5)(1-x^{10})\ldots \frac{(1-x)(1-x^2)\ldots^5}{(1-2)(1-x^3)\ldots}
\]

† Theorem 76 of Ch. VI.
is a multiple of 5. Finally, since

$$\frac{x}{(1-x)(1-x^2)\ldots} = x \frac{(1-x^5)(1-x^{10})\ldots}{(1-x)(1-x^2)\ldots} \frac{(1+x^5+x^{10}+\ldots)(1+x^{10}+x^{20}+\ldots)\ldots}{(1-x)(1-x^2)\ldots}$$

the coefficient of $x^{5m+5}$ in

$$\frac{x}{(1-x)(1-x^2)(1-x^3)\ldots} = x + \sum_{n=2}^{\infty} p(n-1)x^n$$

is a multiple of 5; and this is Theorem 359.

The proof of Theorem 360 is similar. We use the square of Jacobi’s series $1-3x+5x^3-7x^6+\ldots$ instead of the product of Euler’s and Jacobi’s series.

There are also congruences to moduli $5^2, 7^2,$ and $11^2,$ such as

$$p(25m+24) \equiv 0 \pmod{5^2}.$$  

Ramanujan made the general conjecture that if

$$\delta = 5^a7^b11^c,$$

and

$$24n \equiv 1 \pmod{\delta},$$

then

$$p(n) \equiv 0 \pmod{\delta}.$$  

It is only necessary to consider the cases $\delta = 5^a, 7^b, 11^c,$ since all others would follow as corollaries.

Ramanujan proved the congruences for $5^2, 7^2, 11^2,$ Krémar that for $5^3,$ and Watson that for general $5^a.$ But Gupta, in extending Macmahon’s table up to 300, found that

$$p(243) = 133978259344888$$

is not divisible by $7^3 = 343; and, since 24.243 \equiv 1 \pmod{343}, this contradicts the conjecture for 7^3. The conjecture for 7^b had therefore to be modified, and Watson found and proved the appropriate modification, viz. that $p(n) \equiv 0 \pmod{7^b}$ if $b > 1$ and $24n \equiv 1 \pmod{7^{2b-2}}.$

D. H. Lehmer used a quite different method based upon the analytic theory of Hardy and Ramanujan and of Rademacher to calculate $p(n)$ for particular $n.$ By this means he verified the truth of the conjecture for the first values of $n$ associated with the moduli $11^3$ and $11^4.$ Subsequently Lehner proved the conjecture for $11^3,$ Dr. Atkin informs me that he has now proved the conjecture for general 1 $1^c,$ but his proof has not yet been published.

Dyson conjectured and Atkin and Swinnerton-Dyer proved certain
remarkable results from which Theorems 359 and 360, but not 361, are immediate corollaries. Thus, let us define the rank of a partition as the largest part of a partition. So that, for example, the rank of a partition and that of the conjugate partition differ only in sign. Next we arrange the partitions of a number in five classes, each class containing the partitions whose rank has the same residue (mod5). Then, if \( n \equiv 4 \ (\text{mod} \ 5) \), the number of partitions in each of the five classes is the same and Theorem 359 is an immediate corollary. There is a similar result leading to Theorem 360.

19.13. The Rogers-Ramanujan identities. We end this chapter with two theorems which resemble Theorems 345 and 346 superficially, but are much more difficult to prove. These are

**Theorem 362**:

\[
1 + \frac{x}{1-x} + \frac{x^4}{(1-x)(1-x^2)} + \frac{x^9}{(1-x)(1-x^2)(1-x^3)} + \ldots = \frac{1}{(1-x)(1-x^6)(1-x^4)(1-x^9)},
\]

i.e.

(19.13.1) \[
1 + \sum_{m=1}^{\infty} \frac{x^{m^2}}{(1-x)(1-x^2)\ldots(1-x^m)} = \prod_{m=0}^{\infty} \frac{1}{(1-x^{5m+1})(1-x^{5m+4})},
\]

**Theorem 363**:

\[
1 + \frac{x^2}{1-x} + \frac{x^6}{(1-x)(1-x^2)} + \frac{x^{12}}{(1-x)(1-x^2)(1-x^3)} + \ldots = \frac{1}{(1-x^2)(1-x^7)\ldots(1-x^3)(1-x^9)},
\]

i.e.

(19.13.2) \[
1 + \sum_{m=1}^{\infty} \frac{x^{m(m+1)}}{(1-x)(1-x^2)\ldots(1-x^m)} = \prod_{m=0}^{\infty} \frac{1}{(1-x^{5m+2})(1-x^{5m+3})},
\]

The series here differ from those in Theorems 345 and 346 only in that \( x^2 \) is replaced by \( x \) in the denominators. The peculiar interest of the formulae lies in the unexpected part played by the number 5.

We observe first that the theorems have, like Theorems 345 and 346 a combinatorial interpretation. Consider Theorem 362, for example. We can exhibit any square \( m^2 \) as

\[
m^2 = 1 + 3 + 5 + \ldots + (2m-1)
\]
or as shown by the black dots in the graph \( M \), in which \( m = 4 \). If we
now take any partition of \( n - m^2 \) into \( m \) parts at most, with the parts in descending order, and add it to the graph, as shown by the circles of \( M \), where \( m = 4 \) and \( n = 4^2 + 11 = 27 \), we obtain a partition of \( n \) (here \( 27 = 11 + 8 + 6 + 2 \)) into parts without repetitions or sequences, or parts whose minimal difference is 2. The left-hand side of (19.13.1) enumerates this type of partition of \( n \).

\[
\begin{array}{cccccccc}
. & . & . & . & . & . & 0 & 0 & 0 \\
. & . & . & . & 0 & 0 & 0 & 0 & 0 \\
. & . & . & 0 & 0 & 0 & 0 & 0 & 0 \\
. & . & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
. & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}
\]

On the other hand, the right-hand side enumerates partitions into numbers of the forms \( 5m+1 \) and \( 5m+4 \). Hence Theorem 362 may be restated as a purely ‘combinatorial’ theorem, viz.

**Theorem 364.** The number of partitions of \( n \) with minimal difference 2 is equal to the number of partitions into parts of the forms \( 5m+1 \) and \( 5m+4 \).

Thus, when \( n = 9 \), there are 5 partitions of each type,

\[
9, \quad 8+1, \quad 7+2, \quad 6+3, \quad 5+3+1
\]

of the first kind, and

\[
9, \quad 6+1+1+1, \quad 4+4+1, \quad 4+1+1+1+1+1+1
\]

of the second.

Similarly, the combinatorial equivalent of Theorem 363 is

**Theorem 365.** The number of partitions of \( n \) into parts not less than 2, and with minimal difference 2, is equal to the number of partitions of \( n \) into parts of the forms \( 5m+2 \) and \( 5m+3 \).

We can prove this equivalence in the same way, starting from the identity

\[
m(m+1) = 2 + 4 + 6 + \ldots + 2m.
\]

The proof which we give of these theorems in the next section was found independently by Rogers and Ramanujan. We state it in the form given by Rogers. It is fairly straightforward, but unilluminating, since it depends on writing down an auxiliary function whose genesis remains obscure. It is natural to ask for an elementary proof on some such lines as those of § 19.11, and such a proof was found by Schur; but Schur’s proof is too elaborate for insertion here. There are other proofs by Rogers and Schur, and one by Watson based on different
ideas. No proof is really easy (and it would perhaps be unreasonable to expect an easy proof).

19.14. Proof of Theorems 362 and 363. We write

\[ P_0 = 1, \quad P_r = \prod_{s=1}^{\infty} \frac{1}{1-ax^s}, \quad Q_r(a) = \prod_{s=1}^{\infty} \frac{1}{1-ax^s}, \]

\[ \lambda(r) = \frac{1}{2} r (5r + 1) \]

and define the operator \( \eta \) by

\[ \eta f(a) = f(ax). \]

We introduce the auxiliary function

\[ H_m = H_m(a) = \sum_{r=0}^{\infty} (-1)^r a^{2r} x^{\lambda(r)-mr} (1-a^m x^{2mr}) P_r Q_r, \]

where \( m = 0, 1, \) or \( 2. \) Our object is to expand \( H_1 \) and \( H_2 \) in powers of \( a. \) We prove first that

\[ H_m - H_{m-1} = a^{m-1} \eta H_{3-m} \quad (m = 1, 2). \]

We have

\[ H_m - H_{m-1} = \sum_{r=0}^{\infty} (-1)^r a^{2r} x^{\lambda(r)} C_{mr} P_r Q_r, \]

where

\[ C_{mr} = a^{m} x^{mr} - a^{m} x^{mr} - x^{(1-m)r} + a^{m-1} x^{r(m-1)} = a^{m-1} x^{r(m-1)} (1-ax^r) + x^{-mr} (1-x^r). \]

Now

\[ (1-ax^r) Q_r = Q_{r+1}, \quad (1-x^r) P_r = P_{r-1}, \quad 1-x^0 = 0 \]

and so

\[ H_m - H_{m-1} = \sum_{r=0}^{\infty} (-1)^r a^{2r+m-1} x^{\lambda(r)+r(m-1)} P_r Q_{r+1} + \sum_{r=1}^{\infty} (-1)^r a^{2r} x^{\lambda(r)-mr} P_{r-1} Q_r. \]

In the second sum on the right-hand side of this identity we change \( r \) into \( r+1. \) Thus

\[ H_m - H_{m-1} = \sum_{r=0}^{\infty} (-1)^r D_{mr} P_r Q_{r+1}, \]

where

\[ D_{mr} = a^{2r+m-1} x^{\lambda(r)+r(m-1)} - a^{2(r+1)} x^{\lambda(r+1)-m(r+1)} = a^{m-1+2r} x^{\lambda(r)+r(m-1)} (1-a^3 x^{2r+1}(3-m)) = a^{m-1} \eta (a^{2r} x^{\lambda(r)-r(3-m)} (1-a^{3-m} x^{2r(3-m)})), \]
since $\lambda(r+1) - \lambda(r) = 5r + 3$. Also $Q_{r+1} = \eta Q_r$ and so

$$H_m - H_{m-1} = a^{m-1}\eta \sum_{r=0}^{\infty} (-1)^r a^{2r} x^{\lambda(r) - r(3-m)}(1 - a^{3-m} x^{2(3-m)}) P_r \eta$$

$$= a^{m-1}\eta H_{3-m},$$

which is (19.14.2).

If we put $m = 1$ and $m = 2$ in (19.14.2) and remember that $H_0 = 1$, we have

(19.14.3)$$H_1 = \eta H_3,$$

$$H_2 - H_1 = a\eta H_1,$$

so that

(19.14.4)$$H_2 = \eta H_2 + a\eta^2 H_2.$$

We use this to expand $H_2$ in powers of $a$. If

$$H_2 = c_0 + c_1 a + ... = \sum c_s a^s,$$

where the $c_s$ are independent of $a$, then $c_0 = 1$ and (19.14.4) gives

$$\sum c_s a^s = \sum c_s x^s a^s + \sum c_s x^{2s} a^{s+1}$$

Hence, equating the coefficients of $a^s$, we have

$$c_1 = \frac{1}{1-x}, \quad c_s = \frac{x^{2s-2}}{1-x^s} c_{s-1} = \frac{x^{2s+4+...+2(s-1)}}{(1-x)...(1-x^s)} = x^{s(s-1)} P_s.$$

Hence

$$H_2(a) = \sum_{s=0}^{\infty} a^s x^{s(s-1)} P_s.$$

If we put $a = x$, the right-hand side of this is the series in (19.13.1).

Also $P_r Q_r(x) = P_x$ and so, by (19.14.1),

$$H_2(x) = P_x \sum_{r=0}^{\infty} (-1)^r x^{\lambda(r)} (1 - x^{2r+1})$$

$$= P_x \left\{ \sum_{r=0}^{\infty} (-1)^r x^{\lambda(r)} + \sum_{r=1}^{\infty} (-1)^r x^{\lambda(r-1) + 2(2r-1)} \right\}$$

$$= P_x \left\{ 1 + \sum_{r=1}^{\infty} (-1)^r (x^{2r+5} + x^{4r+1}) \right\},$$

Hence, by Theorem 356,

$$H_2(x) = P_x \prod_{n=0}^{\infty} \left\{ (1 - x^{5n+2})(1 - x^{5n+3})(1 - x^{5n+5}) \right\}$$

$$= \prod_{n=0}^{\infty} \frac{1}{(1 - x^{5n+1})(1 - x^{5n+4})}.$$

This completes the proof of Theorem 362.
Again, by (19.14.3),
\[ H_1(a) = \eta H_2(a) = H_2(ax) = \sum_{s=0}^{\infty} a^sx^s P_s \]
and, for \( a = x \), the right-hand side becomes the series in (19.13.2). Using (19.14.1) and Theorem 355, we complete the proof of Theorem 363 in the same way as we did that of Theorem 362.

19.15. Ramanujan's continued fraction. We can write (19.14.14) in the form
\[ H_2(a, x) = H_2(ax, x), \]
so that
\[ H_2(ax, x) = H_2(ax^2, x) + axH_2(ax^3, x). \]
Hence, if we define \( F(a) \) by
\[ F(u) = F(a, x) = H_1(a, x) = \eta H_2(a, x) = H_2(ax, x) \]
\[ = 1 + \frac{ax}{1-x} + \frac{a^2x^4}{(1-x)(1-x^2)} + \cdots, \]
then \( F(u) \) satisfies
\[ F(ax^n) = F(ax^{n+1}) + ax^{n+1}F(ax^{n+2}). \]
Hence, if
\[ u_n = \frac{F(ax^n)}{F(ax^{n+1})} , \]
we have
\[ u_n = 1 + \frac{ax^{n+1}}{u_{n+1}} ; \]
and hence \( u_0 = F(a)/F(ax) \) may be developed formally as
\[ (19.15.1) \quad \frac{F(a)}{F(ax)} = 1 + \frac{ax}{1 + \frac{ax^2}{1 + \frac{ax^3}{1 + \cdots}}} , \]
a 'continued fraction' of a different type from those which we considered in Ch. X.

We have no space to construct a theory of such fractions here. It is not difficult to show that, when \( |x| < 1 \),
\[ 1 + \frac{ax}{1+ \frac{ax^2}{1+ \cdots}} \frac{ax^n}{1} \]
tends to a limit by means of which we can define the right-hand side of (19.15.1). If we take this for granted, we have, in particular,
\[ \frac{F(1)}{F(x)} = 1 + \frac{x}{1 + \frac{x^2}{1 + \frac{x^3}{1 + \cdots}}} , \]
and so
\[ 1 + \frac{x}{1+ \frac{x^2}{1+ \cdots}} = \frac{1-x^2-x^3+x^9+\cdots}{1-x-x^4+x^7+\cdots} = \frac{(1-x^2)(1-x^7)(1-x^9)\cdots}{(1-x)(1-x^6)(1-x^9)\cdots} . \]

It is known from the theory of elliptic functions that these products
and series can be calculated for certain special values of \( x \), and in particular when
\[
x = e^{-2\pi \sqrt{h}}
\]
and \( h \) is rational. In this way Ramanujan proved that, for example,
\[
1 + \frac{e^{-2\pi} e^{-4\pi} e^{-6\pi}}{1 + 1 + 1 + \ldots} = \left( \sqrt{\frac{5 + \sqrt{5}}{2}} - \frac{\sqrt{5} + 1}{2} \right) e^{i\pi}.
\]

NOTES ON CHAPTER XIX

§ 19.1. There are general accounts of the theory of partitions in Bachmann, *Niedere Zahlentheorie*, ii, ch. 3; Netto, *Combinatorik* (second ed. by Brun and Skolem, 1927); Macmahon, *Combinatory analysis*, ii.

§§ 19.3-7. Almost all of the formulae of these sections are Euler’s. For references see Dickson, *History*, ii, ch. 3.

§ 19.8. Jacobi, *Fundamenta nova*, § 64. The theorem was known to Gauss. The proof given here is ascribed to Jacobi by Enneper; Mr. R. F. Whitehead drew our attention to it.

§ 19.9. Theorem 353 is due to Euler; for references see Bachmann, *Niedere Zahlentheorie*, ii, 163, or Dickson, *History*, ii, 103. Theorem 354 was proved by Gauss in 1808 (Werke, ii, 20), and Theorem 357 by Jacobi (*Fundamenta nova*, § 66). Professor D. H. Lehmer suggested the proof of Theorem 357 given here.


§ 19.12. See Ramanujan, *Collected Papers*, nos. 25, 28, 30. These papers contain complete proofs of the congruences to moduli 5, 7, and 11 only. On p. 213 he states identities which involve the congruences to moduli \( 5^2 \) and \( 7^2 \) as corollaries, and these identities were proved later by Darling, *Proc. London Math. Soc.* (2) 19 (1921), 350-72, and Mordell, ibid. 20 (1922), 408-16. A manuscript still unpublished contains alternative proofs of these congruences and one of the congruence to modulus 1 \( 1^2 \). See also Newman, *Can. Journ. Math.* 10 (1958), 577-86.


I am indebted to Dr. Atkin for the references to recent work.

Selberg, Avhandlinger Norske Akad. (1936), no. 8, has generalized the argument of Rogers and Ramanujan, and found similar, but less simple, formulae associated with the number 7. Dyson, Journal London Math. Soc. 18 (1943), 35-39, has pointed out that these also may be found in Rogers's work, and has simplified the proofs considerably.

Mr. C. Sudler suggested a substantial improvement in the presentation of the proof in § 19.14.
XX

THE REPRESENTATION OF A NUMBER BY TWO OR FOUR SQUARES

20.1. Waring’s problem: the numbers \( g(k) \) and \( G(k) \). Waring’s problem is that of the representation of positive integers as sums of a fixed number \( s \) of non-negative kth powers. It is the particular case of the general problem of § 19.1 in which the \( a \) are

\[
0^k, 1^k, 2^k, 3^k, \ldots
\]

and \( s \) is fixed. When \( k = 1 \), the problem is that of partitions into \( s \) parts of unrestricted form; such partitions are enumerated, as we saw in Ch. XIX, by the function

\[
\frac{1}{(1-x)(1-x^2)\ldots(1-x^s)}.
\]

Hence we take \( k \geq 2 \).

It is plainly impossible to represent all integers if \( s \) is too small, for example if \( s = 1 \). Indeed it is impossible if \( s < k \). For the number of values of \( x_1 \) for which \( x_1^k \leq n \) does not exceed \( n^{1/k} + 1 \); and so the number of sets of values \( x_1, x_2, \ldots, x_{k-1} \) for which

\[
x_1^k + \ldots + x_{k-1}^k \leq n
\]

does not exceed

\[
(n^{1/k} + 1)^{k-1} = n^{(k-1)/k} + O(n^{(k-2)/k}).
\]

Hence most numbers are not representable by \( k-1 \) or fewer \( k \text{th} \) powers.

The first question that arises is whether, for a given \( k \), there is any fixed \( s = s(k) \) such that

(20.1.1) \[
n = x_1^k + x_2^k + \ldots + x_s^k
\]

is soluble for every \( n \).

The answer is by no means obvious. For example, if the \( a \) of § 19.1 are the numbers

\[
1, 2, 2^2, \ldots, 2^m, \ldots
\]

then the number

\[
2^{m+1} - 1 = 1 + 2 + 2^2 + \ldots + 2^m
\]

is not representable by less than \( m+1 \) numbers \( a \), and \( m+1 \to \infty \) when \( n = 2^{m+1} - 1 \to \infty \). Hence it is not true that all numbers are representable by a fixed number of powers of 2.

Waring stated without proof that every number is the sum of 4 squares, of 9 cubes, of 19 biquadrates, ‘and so on’. His language implies that he believed that the answer to our question is affirmative, that (20.1.1) is soluble for each fixed \( k \), any positive \( n \), and an \( s = s(k) \).
depending only on \( k \). It is very improbable that Waring had any sufficient grounds for his assertion, and it was not until more than 100 years later that Hilbert first proved it true.

A number representable by \( g \) \( k \)th powers is plainly representable by any larger number. Hence, if all numbers are representable by \( s \) \( k \)th powers, there is a least value of \( s \) for which this is true. This least value of \( s \) is denoted by \( g(k) \). We shall prove in this chapter that \( g(2) = 4 \), that is to say that any number is representable by four squares and that four is the least number of squares by which all numbers are representable. In Ch. XXI we shall prove that \( g(3) \) and \( g(4) \) exist, but without determining their values.

There is another number in some ways still more interesting than \( g(k) \). Let us suppose, to fix our ideas, that any number is representable by four squares and let us suppose, to fix our ideas, that any number is representable by four squares and that \( 15 \) other numbers, of which the largest is 454, require or fewer. The evidence indeed indicates that only 15 other numbers, of which the largest is 454, require so many cubes as 8, and that 7 suffice from 455 onwards.

It is plain, if this be so, that 9 is not the number which is really most significant in the problem. The facts that just two numbers require 9 cubes, and, if it is a fact, that just 15 more require 8, are, so to say, arithmetical flukes, depending on comparatively trivial idiosyncrasies of special numbers. The most fundamental and most difficult problem is that of deciding, not how many cubes are required for the representation of all numbers, but how many are required for the representation of all large numbers, i.e. of all numbers with some finite number of exceptions.

We define \( G(k) \) as the least value of \( s \) for which it is true that all sufficiently large numbers, i.e. all numbers with at most a finite number of exceptions, are representable by \( s \) \( k \)th powers. Thus \( G(3) \leq 8 \). On the other hand, as we shall see in the next chapter, \( G(3) \geq 4 \); there are infinitely many numbers not representable by three cubes. Thus \( G(3) \) is 4, 5, 6, 7, or 8; it is still not known which.

It is plain that \( G(k) \leq g(k) \) for every \( k \). In general, \( G(k) \) is much smaller than \( g(k) \), the value of \( g(k) \) being swollen by the difficulty of representing certain comparatively small numbers.
20.2. Squares. In this chapter we confine ourselves to the case
\( k = 2 \). Our main theorem is Theorem 369, which, combined with the
trivial result† that no number of the form \( 8m+7 \) can be the sum of
three squares, shows that
\[ g(2) = G(2) = 4. \]
We give three proofs of this fundamental theorem. The first (§ 20.5)
is elementary and depends on the ‘method of descent’, due in principle
to Fermat. The second (§§ 20.6-g) depends on the arithmetic of quaternions. The third (§ 20.11-12) depends on an identity which belongs
properly to the theory of elliptic functions (though we prove it by
elementary algebra),‡ and gives a formula for the number of representa-
tions.

But before we do this we return for a time to the problem of the
representation of a number by two squares.

**Theorem 366.** A number \( n \) is the sum of two squares if and only if
all prime factors of \( n \) of the form \( 4m+3 \) have even exponents in the standard
form of \( n \).

This theorem is an immediate consequence of (16.9.5) and Theorem
278. There are, however, other proofs of Theorem 366, independent of
the arithmetic of \( k(i) \), which involve interesting and important ideas.

20.3. Second proof of Theorem 366. We have to prove that \( n \) is
of the form of \( x^2+y^2 \) if and only if
\[ n = n_1^2 n_2, \]
where \( n_2 \) has no prime factors of the form \( 4m+3 \).

We say that
\[ n = x^2+y^2 \]
is a primitive representation of \( n \) if \( (x, y) = 1 \), and otherwise an im-
primitive representation.

**Theorem 367.** If \( p = 4m+3 \) and \( p \mid n \), then \( n \) has no primitive
representations.

If \( n \) has a primitive representation, then
\[ \left(\begin{array}{c} x' \\ y' \end{array}\right) \left(\begin{array}{c} x \\ y \end{array}\right) = 1, \]
and so \( p \nmid x, p \nmid y \). Hence, by Theorem 57, there is a number \( l \) such
that \( y \equiv lx \pmod{p} \) and so
\[ x^2(1+l^2) \equiv x^2+y^2 \equiv 0 \pmod{p}. \]

† See § 20.10. ‡ See the footnote to p. 281.
It follows that \( 1 + l^2 \equiv 0 \pmod{p} \)
and therefore that \(-1\) is a quadratic residue of \(p\), which contradicts Theorem 82.

**Theorem 368.** If \( p = 4m + 3, p^c \mid n, p^{c+1} \nmid n, \) and \( c \) is odd, then \( n \) has no representations (primitive or imprimitive).

Suppose that \( n = x^2 + y^2 \), \((x, y) = d\); and let \( p^r \) be the highest power of \( p \) which divides \( d \). Then
\[
x = dX, \quad y = dY, \quad (X, Y) = 1,
\]

say. The index of the highest power of \( p \) which divides \( N \) is \( c-2r \), which is positive because \( c \) is odd. Hence
\[
N = X^2 + Y^2, \quad (X, Y) = 1, \quad p \mid N;
\]

which contradicts Theorem 367.

It remains to prove that \( n \) is representable when \( n \) is of the form (20.3.1), and it is plainly enough to prove \( n_2 \) representable. Also
\[
(x_1^2 + y_1^2)(x_2^2 + y_2^2) = (x_1 x_2 + y_1 y_2)^2 + (x_1 y_2 - x_2 y_1)^2,
\]

so that the product of two representable numbers is itself representable. Since \( 2 = 1^2 + 1^2 \) is representable, the problem is reduced to that of proving Theorem 251, i.e. of proving that if \( p = 4m + 1 \), then \( p \) is representable.

Since \(-1\) is a quadratic residue of such a \( p \), there is an \( l \) for which
\[
. \quad l^2 \equiv -1 \pmod{p}.
\]

Taking \( n = \lfloor \sqrt{p} \rfloor \) in Theorem 36, we see that there are integers \( a \) and \( b \) such that
\[
0 < b < \sqrt{p}, \quad \left| \frac{l - a}{b} \right| < 1.
\]

If we write \( c = lb + pa \), then \( |c| < \sqrt{p} \), \( 0 < b^2 + c^2 < 2p \).

But \( c \equiv lb \pmod{p} \), and so
\[
b^2 + c^2 \equiv b^2 + l^2 b^2 \equiv b^2 (1 + l^2) \equiv 0 \pmod{p};
\]

and therefore
\[
b^2 + c^2 = p.
\]

**20.4. Third and fourth proofs of Theorem 366.** (1) Another proof of Theorem 366, due (in principle at any rate) to Fermat, is based on the ‘method of descent’. To prove that \( p = 4m + 1 \) is representable, we prove (i) that some multiple of \( p \) is representable, and (ii) that the least representable multiple of \( p \) must be \( p \) itself. The rest of the proof is the same.
By Theorem 86, there are numbers \( x, y \) such that
\[
(20.4.1) \quad x^2 + y^2 = mp, \quad p \nmid x, \quad \text{PXY}
\]
and \( 0 < m < p \). Let \( m_0 \) be the least value of \( m \) for which (20.4.1) is soluble, and write \( m_0 \) for \( m \) in (20.4.1). If \( m_0 = 1 \), our theorem is proved.

If \( m_0 > 1 \), then \( 1 < m_0 < p \). Now \( m_0 \) cannot divide both \( x \) and \( y \), since this would involve
\[
m_0^2 \mid (x^2 + y^2) \to m_0^2 \mid m_0p \to m_0 \mid p.
\]
Hence we can choose \( c \) and \( d \) so that
\[
x_1 = x - cm_0, \quad y_1 = y - dm_0,
\]
and therefore
\[
(20.4.2) \quad 0 < x_1^2 + y_1^2 \leq 2(\frac{1}{2}m_0)^2 < m_0^2.
\]
Now
\[
x_1^2 + y_1^2 \equiv x^2 + y^2 \equiv 0 \pmod{m_0}
\]
or
\[
(20.4.3) \quad x_1^2 + y_1^2 = m_1 m_0,
\]
where \( 0 < m_1 < m_0 \), by (20.4.2). Multiplying (20.4.3) by (20.4.1), with \( m = m_0 \), we obtain
\[
m_0^2 m_1 p = (x^2 + y^2)(x_1^2 + y_1^2) = (xx_1 + yy_1)^2 + (xy_1 - x_1 y)^2.
\]
But
\[
xx_1 + yy_1 = x(x - cm_0) + y(y - dm_0) = m_0 X,
\]
\[
xy_1 - x_1 y = x(y - dm_0) - y(x - cm_0) = m_0 Y,
\]
where \( X = p - cx - dy, \ Y \equiv cy - dx \). Hence
\[
m_1 p = X^2 + Y^2 \quad (0 < m_1 < m_0),
\]
which contradicts the definition of \( m_0 \). It follows that \( m_0 \) must be 1.

(2) A fourth proof, due to Grace, depends on the ideas of Ch. III.

By Theorem 82, there is a number \( l \) for which
\[
l^2 + 1 \equiv 0 \pmod{p}.
\]
We consider the points \( (x, y) \) of the fundamental lattice \( \Lambda \) which satisfy
\[
y \equiv lx \pmod{p}.
\]
These points define a lattice \( \mathbb{M} \).† It is easy to see that the proportion of points of \( \Lambda \), in a large circle round the origin, which belong to \( \mathbb{M} \) is asymptotically \( 1/p \), and that the area of a fundamental parallelogram of \( \mathbb{M} \) is therefore \( p \).

† We state the proof shortly, leaving some details to the reader.
Suppose that \( A \) or \((\xi, \eta)\) is one of the points of \( M \) nearest to the origin. Then \( \eta \equiv l \xi \) and so
\[
-\xi \equiv l^2 \xi \equiv l \eta \pmod p,
\]
and therefore \( B \) or \((- \eta, \xi)\) is also a point of \( M \). There is no point of \( M \) inside the triangle \( OAB \), and therefore none within the square with sides \( OA, OB \). Hence this square is a fundamental parallelogram of \( M \), and therefore its area is \( p \). It follows that
\[
\xi^2 + \eta^2 = p.
\]

20.5. The four-square theorem. We pass now to the principal theorem of this chapter.

**Theorem 369 (Lagrange's theorem).** Every positive integer is the sum of four squares.

Since
\[
(20.5.1) \quad (x_1^2 + x_2^2 + x_3^2 + x_4^2)(y_1^2 + y_2^2 + y_3^2 + y_4^2) = (x_1 y_1 + x_2 y_2 + x_3 y_3 + x_4 y_4)^2 + (x_1 y_2 - x_2 y_1 + x_3 y_4 - x_4 y_3)^2 + (x_1 y_3 - x_3 y_1 + x_4 y_2 - x_2 y_4)^2 + (x_1 y_4 - x_4 y_1 + x_2 y_3 - x_3 y_2)^2,
\]
the product of two representable numbers is itself representable. Also
\[
1 = 1^2 + 0^2 + 0^2 + 0^2,
\]
Hence Theorem 369 will follow from

**Theorem 370.** Any prime \( p \) is the sum of four squares.

Our first proof proceeds on the same lines as the proof of Theorem 366 in § 20.4 (1). Since \( 2 = 1^2 + 1^2 + 0^2 + 0^2 \), we can take \( p > 2 \).

It follows from Theorem 87 that there is a multiple of \( p \), say \( mp \), such that
\[
mp = x_1^2 + x_2^2 + x_3^2 + x_4^2,
\]
with \( x_1, x_2, x_3, x_4 \) not all divisible by \( p \); and we have to prove that the least such multiple of \( p \) is \( p \) itself.

Let \( m_0 p \) be the least such multiple. If \( m_0 = 1 \), there is nothing more to prove; we suppose therefore that \( m_0 > 1 \). By Theorem 87, \( m_0 < p \).

If \( m_0 \) is even, then \( x_1 + x_2 + x_3 + x_4 \) is even and so either (i) \( x_1, x_2, x_3, x_4 \) are all even, or (ii) they are all odd, or (iii) two are even and two are odd. In the last case, let us suppose that \( x_1, x_2 \) are even and \( x_3, x_4 \) are odd. Then in all three cases
\[
x_1 + x_2, \quad x_1 - x_2, \quad x_3 + x_4, \quad x_3 - x_4
\]
are all even, and so
\[
\frac{1}{2} m_0 p = \left( \frac{x_1 + x_2}{2} \right)^2 + \left( \frac{x_1 - x_2}{2} \right)^2 + \left( \frac{x_3 + x_4}{2} \right)^2 + \left( \frac{x_3 - x_4}{2} \right)^2
\]
is the sum of four integral squares. These squares are not all divisible by \( p \), since \( x_1, x_2, x_3, x_4 \) are not all divisible by \( p \). But this contradicts our definition of \( m_0 \). Hence \( m_0 \) must be odd.

Next, \( x_1, x_2, x_3, x_4 \) are not all divisible by \( m_0 \), since this would imply

\[
m_0^2 | m_0 p \iff m_0 | p,
\]

which is impossible. Also \( m_0 \) is odd, and therefore at least 3. We can therefore choose \( b_1, b_2, b_3, b_4 \) so that

\[
y_i = x_i - b_i m_0 \quad (i = 1, 2, 3, 4)
\]

satisfy

\[
|y_i| < \frac{1}{2} m_0, \quad y_1^2 + y_2^2 + y_3^2 + y_4^2 > 0.
\]

Then

\[
0 < y_1^2 + y_2^2 + y_3^2 + y_4^2 < 4\left(\frac{1}{2} m_0\right)^2 = m_0^2,
\]

and

\[
y_1^2 + y_2^2 + y_3^2 + y_4^2 \equiv 0 \pmod{m_0}.
\]

It follows that

\[
x_1^2 + x_2^2 + x_3^2 + x_4^2 = m_0 p \quad (m_0 < p),
\]

\[
y_1^2 + y_2^2 + y_3^2 + y_4^2 = m_0 m_1 \quad (0 < m_1 < m_0);
\]

and so, by (20.5.1),

\[
(20.5.2) \quad m_0^2 m_1 p = z_1^2 + z_2^2 + z_3^2 + z_4^2,
\]

where \( z_1, z_2, z_3, z_4 \) are the four numbers which occur on the right-hand side of (20.51). But

\[
z_1 = \sum x_i y_i = \sum x_i (x_i - b_i m_0) \equiv \sum x_i^2 \equiv 0 \pmod{m_0};
\]

and similarly \( z_2, z_3, z_4 \) are divisible by \( m_0 \). We may therefore write

\[
z_i = m_0 t_i \quad (i = 1, 2, 3, 4);
\]

and then (20.52) becomes

\[
m_1 p = t_1^2 + t_2^2 + t_3^2 + t_4^2,
\]

which contradicts the definition of \( m_0 \) because \( m_1 < m_0 \).

It follows that \( m_0 = 1 \).

20.6. Quaternions. In Ch. XV we deduced Theorem 251 from the arithmetic of the Gaussian integers, a subclass of the complex numbers of ordinary analysis. There is a proof of Theorem 370 based on ideas which are similar, but more sophisticated because we use numbers which do not obey all the laws of ordinary algebra.

Quaternions† are 'hyper-complex' numbers of a special kind. The numbers of the system are of the form

\[
(20.6.1) \quad \alpha = a_0 + a_1 i_1 + a_2 i_2 + a_3 i_3,
\]

† We take the elements of the algebra of quaternions for granted. A reader who knows nothing of quaternions, but accepts what is stated here, will be able to follow §§ 20.7–9.
where \(a_1, a_2, a_3\) are real numbers (the coordinates of \(\alpha\)), and \(i_1, i_2, i_3\) elements characteristic of the system. Two quaternions are equal if their coordinates are equal.

These numbers are combined according to rules which resemble those of ordinary algebra in all respects but one. There are, as in ordinary algebra, operations of addition and multiplication. The laws of addition are the same as in ordinary algebra; thus

\[
\alpha + \beta = (a_0 + a_1 i_1 + a_2 i_2 + a_3 i_3) + (b_0 + b_1 i_1 + b_2 i_2 + b_3 i_3)
\]

\[
= (a_0 + b_0) + (a_1 + b_1)i_1 + (a_2 + b_2)i_2 + (a_3 + b_3)i_3.
\]

Multiplication is associative and distributive, but not generally commutative. It is commutative for the coordinates, and between the coordinates and \(i_1, i_2, i_3\); but

\[
\begin{align*}
&i_1^2 = i_2^2 = i_3^2 = -1, \\
i_2 i_3 = i_1 = -i_3 i_2, &i_3 i_1 = i_2 = -i_1 i_3, &i_1 i_2 = i_3 = -i_2 i_1.
\end{align*}
\]

Generally,

\[
\alpha \beta = (a_0 + a_1 i_1 + a_2 i_2 + a_3 i_3)(b_0 + b_1 i_1 + b_2 i_2 + b_3 i_3)
\]

\[
= c_0 + c_1 i_1 + c_2 i_2 + c_3 i_3,
\]

where

\[
\begin{align*}
c_0 &= a_0 b_0 - a_1 b_1 - a_2 b_2 - a_3 b_3, \\
c_1 &= a_0 b_1 + a_1 b_0 + a_2 b_3 - a_3 b_2, \\
c_2 &= a_0 b_2 - a_1 b_3 + a_2 b_0 + a_3 b_1, \\
c_3 &= a_0 b_3 + a_1 b_2 - a_2 b_1 - a_3 b_0.
\end{align*}
\]

In particular,

\[
(a_0 + a_1 i_1 + a_2 i_2 + a_3 i_3)(a_0 - a_1 i_1 - a_2 i_2 - a_3 i_3)
\]

\[
= a_0^2 + a_1^2 + a_2^2 + a_3^2,
\]

the coefficients of \(i_1, i_2, i_3\) in the product being zero.

We shall say that the quaternion \(\alpha\) is integral if \(a_1, a_2, a_3\) are either (i) all rational integers or (ii) all halves of odd rational integers. We are interested only in integral quaternions; and henceforth we use ‘quaternion’ to mean ‘integral quaternion’. We shall use Greek letters for quaternions, except that, when \(a_1 = a_2 = a_3 = 0\) and so \(\alpha = a_0\), we shall use \(a\), both for the quaternion

\[
a_0 + 0.i_1 + 0.i_2 + 0.i_3
\]

and for the rational integer \(a\).

The quaternion

\[
\alpha = a_0 - a_1 i_1 - a_2 i_2 - a_3 i_3
\]
is called the **conjugate** of \( \alpha = a_0 + a_1 i + a_2 j + a_3 k \), and

\[
N\alpha = \overline{\alpha \alpha} = \overline{\alpha} \alpha = a_0^2 + a_1^2 + a_2^2 + a_3^2
\]

the norm of \( \alpha \). The norm of an integral quaternion is a rational integer.

We shall say that \( \alpha \) is **odd** or **even** according as \( N\alpha \) is odd or even.

It follows from (20.6.3), (20.6.4), and (20.6.6) that

\[
\overline{\alpha \beta} = \overline{\beta} \overline{\alpha},
\]

and so

\[
N(\alpha \beta) = \alpha \beta \overline{\alpha \beta} = \alpha \beta \overline{\beta} \overline{\alpha} = \alpha \overline{\alpha} \beta N \overline{\beta} = N\alpha N\beta.
\]

We define \( \alpha^{-1} \), when \( \alpha \neq 0 \), by

\[
\alpha^{-1} = \frac{\alpha}{N\alpha},
\]

so that

\[
\alpha \alpha^{-1} = \alpha^{-1} \alpha = 1.
\]

If \( \alpha \) and \( \alpha^{-1} \) are both integral, then we say that \( \alpha \) is an **unity**, and write \( \alpha = e \). Since \( e e^{-1} = 1 \), \( N e N e^{-1} = 1 \) and so \( N e = 1 \). Conversely, if \( \alpha \) is integral and \( N\alpha = 1 \), then \( \alpha^{-1} = \overline{\alpha} \) is also integral, so that \( \alpha \) is a unity.

Thus a **unity** may be defined alternatively as an integral quaternion whose norm is 1.

If \( a_0, a_1, a_2, a_3 \) are all integral, and \( a_0^2 + a_1^2 + a_2^2 + a_3^2 = 1 \), then one of \( a_0^2, \ldots \) must be 1 and the rest 0. If they are all halves of odd integers, then each of \( a_0^2, \ldots \) must be \( \frac{1}{4} \). Hence there are just 24 unities, viz.

\[
\pm 1, \quad \pm i_1, \quad \pm i_2, \quad \pm i_3, \quad \frac{1}{2}(\pm 1 \pm i_1 \pm i_2 \pm i_3).
\]

If we write

\[
\rho = \frac{1}{2}(1 + i_1 + i_2 + i_3),
\]

then any integral quaternion may be expressed in the form

\[
k_0 \rho + k_1 i_1 + k_2 i_2 + k_3 i_3,
\]

where \( k_0, k_1, k_2, k_3 \) are rational integers; and any quaternion of this form is integral. It is plain that the sum of any two integral quaternions is integral. Also, after (20.6.3) and (20.6.4),

\[
\rho^2 = \frac{1}{2}(-1 + i_1 + i_2 + i_3) = \rho^{-1},
\]

\[
\rho i_1 = \frac{1}{2}(-1 + i_1 + i_2 - i_3) = -\rho + i_1 + i_2,
\]

\[
i_1 \rho = \frac{1}{2}(-1 + i_1 - i_2 + i_3) = -\rho + i_1 + i_3,
\]

with similar expressions for \( \rho i_2 \), etc. Hence all these products are integral, and therefore the product of any two integral quaternions is integral.

If \( e \) is any unity, then \( e \alpha \) and \( \alpha e \) are said to be **associates** of \( \alpha \). Associates have equal norms, and the associates of an integral quaternion are integral.
If \( y = \alpha \beta \), then \( y \) is said to have \( \alpha \) as a left-hand divisor and \( \beta \) as a right-hand divisor. If \( \alpha = a \), or \( \beta = b \), then \( \alpha \beta = \beta \alpha \) and the distinction of right and left is unnecessary.

### 20.7. Preliminary theorems about integral quaternions.

Our second proof of Theorem 370 is similar in principle to that of Theorem 25 and contained in §§ 12.8 and 15.1. We need some preliminary theorems.

**Theorem 371.** If \( \alpha \) is an integral quaternion, then one at least of its associates has integral coordinates; and if \( \alpha \) is odd, then one at least of its associates has non-integral coordinates.

1. If the coordinates of \( \alpha \) itself are not integral, then we can choose the signs so that

\[
\alpha = (b_0 + b_1 i_1 + b_2 i_2 + b_3 i_3) + \frac{1}{2} (\pm 1 \pm i_1 \pm i_2 \pm i_3) = \beta + \gamma,
\]

say, where \( b_0, b_1, b_2, b_3 \) are even. Any associate of \( \beta \) has integral coordinateq, and \( \gamma \), an associate of \( y \), is 1. Hence \( \alpha \gamma \), an associate of \( \alpha \), has integral coordinates.

2. If \( \alpha \) is odd, and has integral coordinates, then

\[
\alpha = (b_0 + b_1 i_1 + b_2 i_2 + b_3 i_3) + (c_0 + c_1 i_1 + c_2 i_2 + c_3 i_3) = \beta + \gamma,
\]

say, where \( b_0, b_1, b_2, b_3 \) are even, each of \( c_0, c_1, c_2, c_3 \) is 0 or 1, and (since \( N \alpha \) is odd) either one is 1 or three are. Any associate of \( \beta \) has integral coordinates. It is therefore sufficient to prove that each of the quaternions

\[
1, \quad i_1, \quad i_2, \quad i_3, \quad 1 + i_1 + i_2, \quad 1 + i_1 + i_3, \quad 1 + i_2 + i_3, \quad i_1 + i_2 + i_3
\]

has an associate with non-integral coordinates, and this is easily verified. Thus, if \( y = i_1 \), then \( \gamma \) has non-integral coordinates. If

\[
y = 1 + i_2 + i_3 = (1 + i_1 + i_2 + i_3) - i_1 = \lambda + \mu
\]

or

\[
y = i_1 + i_2 + i_3 = (1 + i_1 + i_2 + i_3) - 1 = \lambda + \mu,
\]

then

\[
\lambda \epsilon = \lambda \cdot \frac{1}{2} (1 - i_1 - i_2 - i_3) = 2
\]

and the coordinates of \( \mu \epsilon \) are non-integral.

**Theorem 372.** If \( \kappa \) is an integral quaternion, and \( m \) a positive integer, then there is an integral quaternion \( \lambda \) such that

\[
N(\kappa - m \lambda) < m^2.
\]

The case \( m = 1 \) is trivial, and we may suppose \( m > 1 \). We use the form (20.6.13) of an integral quaternion, and write

\[
\kappa = k_0 \rho + k_1 i_1 + k_2 i_2 + k_3 i_3, \quad \lambda = l_0 \rho + l_1 i_1 + l_2 i_2 + l_3 i_3,
\]

where \( k_0, \ldots, l_0, \ldots \) are integers. The coordinates of \( \kappa - m \lambda \) are
\[ \frac{1}{2}(k_0 - ml_0), \frac{1}{2}(k_0 + 2k_1 - m(l_0 + 2l_1)), \frac{1}{2}(k_0 + 2k_2 - m(l_0 + 2l_2)), \frac{1}{2}(k_0 + 2k_3 - m(l_0 + 2l_3)). \]

We can choose \( l_0, l_1, l_2, l_3 \) in succession so that these have absolute values not exceeding \( \frac{1}{4}m, \frac{1}{2}m, \frac{1}{2}m, \frac{1}{4}m \); and then

\[
N(\kappa - m\lambda) \leq \frac{1}{16}m^2 + 3. \frac{1}{4}m^2 < m^2.
\]

**Theorem 373.** If \( \alpha \) and \( \beta \) are integral quaternions, and \( \beta \neq 0 \), then there are integral quaternions \( \lambda \) and \( \gamma \) such that

\[
\alpha = \lambda \beta + \gamma, \quad N\gamma < N\beta.
\]

We take

\[
\kappa = \alpha\overline{\beta}, \quad m = \beta\overline{\beta} = N\beta,
\]

and determine \( \lambda \) as in Theorem 372. Then

\[
(\alpha - \lambda\beta)\overline{\beta} = \kappa - \lambda m = \kappa - m\lambda,
\]

\[
N(\alpha - \lambda\beta)N\overline{\beta} = N(\kappa - m\lambda) < m^2,
\]

\[
Ny = N(\alpha - \lambda\beta) < m = N\beta.
\]

**20.8. The highest common right-hand divisor of two quaternions.** We shall say that two integral quaternions \( \alpha \) and \( \beta \) have a **highest common right-hand** divisor \( \delta \) if (i) \( \delta \) is a right-hand divisor of \( \alpha \) and \( \beta \), and (ii) every right-hand divisor of \( \alpha \) and \( \beta \) is a right-hand divisor of \( \delta \); and we shall prove that any two integral quaternions, not both 0, have a highest common right-hand divisor which is effectively unique. We could use Theorem 373 for the construction of a ‘Euclidean algorithm’ similar to those of §§ 12.3 and 12.8, but it is simpler to use ideas like those of §§ 2.9 and 15.7.

We call a system \( S \) of integral quaternions, one of which is not 0, a **right-ideal** if it has the properties

(i) \( \alpha \in S, \beta \in S \rightarrow \alpha \pm \beta \in S; \)

(ii) \( \alpha \in S \rightarrow \lambda\alpha \in S \) for all integral quaternions \( \lambda; \)

the latter property corresponds to the characteristic property of the ideals of § 15.7. If \( \delta \) is any integral quaternion, and \( S \) is the set \( (\lambda\delta) \) of all left-hand multiples of \( \delta \) by integral quaternions \( \lambda \), then it is plain that \( S \) is a right-ideal. We call such a right-ideal a **principal right-ideal**.

**Theorem 374.** Every right-ideal is a principal right-ideal.

Among the members of \( S \), not 0, there are some with minimum norm: we call one of these \( \delta \). If \( y \in S, N\gamma < N\delta \), then \( \gamma = 0. \)

If \( \alpha \in S \) then \( \alpha - \lambda\delta \in S \), for every integral \( \lambda \), by (i) and (ii). By Theorem 373, we can choose \( \lambda \) so that \( Ny = N(\alpha - \lambda\delta) < N\delta \). But then \( y = 0, \alpha = \lambda\delta \), and so \( S \) is the principal right-ideal \( (\lambda\delta) \).
We can now prove

Theorem 375. Any two integral quaternions \( \alpha \) and \( \beta \), not both 0, have a highest common right-hand divisor \( \delta \), which is unique except for a left-hand unit factor, and can be expressed in the form

\[
\delta = \mu \alpha + \nu \beta,
\]

where \( \mu \) and \( \nu \) are integral.

The set \( S \) of all quaternions \( \mu \alpha + \nu \beta \) is plainly a right-ideal which, by Theorem 374, is the principal right-ideal formed by all integral multiples \( \lambda \delta \) of a certain \( \delta \). Since \( S \) includes \( \delta \), \( S \) can be expressed in the form (20.8.1). Since \( S \) includes \( \alpha \) and \( \beta \), \( S \) is a common right-hand divisor of \( \alpha \) and \( \beta \); and any such divisor is a right-hand divisor of every member of \( S \), and therefore of \( \delta \). Hence \( S \) is a highest common right-hand divisor of \( \alpha \) and \( \beta \).

Finally, if both \( S \) and \( \delta' \) satisfy the conditions, \( \delta' = \lambda \delta \) and \( S = \lambda' \delta' \), where \( \lambda \) and \( \lambda' \) are integral. Hence \( S = \lambda' \lambda \delta \), \( 1 = \lambda' \lambda \), and \( \lambda \) and \( \lambda' \) are unities.

If \( S \) is a unity \( \bullet \), then all highest common right-hand divisors of \( \alpha \) and \( \beta \) are unities. In this case

\[
\mu' \alpha + \nu' \beta = \epsilon,
\]

for some integral \( \mu', \nu' \); and

\[
(\epsilon^{-1} \mu') \alpha + (\epsilon^{-1} \nu') \beta = 1;
\]

so that

\[
(20.8.2) \quad \mu \alpha + \nu \beta = 1
\]

for some integral \( \mu, \nu \). We then write

\[
(20.8.3) \quad (\alpha, \beta)_r = 1.
\]

We could of course establish a similar theory of the highest common left-hand divisor.

If \( \alpha \) and \( \beta \) have a common right-hand divisor \( \delta \), not a unity, then \( N\alpha \) and \( N\beta \) have the common right-hand divisor \( NS > 1 \). There is one important case in which the converse is true.

Theorem 376. If \( \alpha \) is integral and \( \beta = m \), a positive rational integer, then a necessary and sufficient condition that \( (\alpha, \beta)_r = 1 \) is that \( (N\alpha, N\beta) = 1 \), or (what is the same thing) that \( (N\alpha, m) = 1 \).

For if \( (\alpha, \beta)_r = 1 \) then (20.8.2) is true for appropriate \( \mu, \nu \). Hence

\[
N(\mu \alpha) = N(1 - \nu \beta) = (1 - m\nu)(1 - m\nu),
\]

\[
N\mu N\alpha = 1 - m\nu - m\nu + m^2 N\nu,
\]
and \((N_\alpha, m)\) divides every term in this equation except 1. Hence \((N_\alpha, m) = 1\). Since \(N\beta = n^2\), the two forms of the condition are equivalent.

20.9. Prime quaternions and the proof of Theorem 370. An integral quaternion \(\pi\), not a unity, is said to be prime if its only divisors are the units and its associates, i.e. if \(\pi = \alpha\beta\) implies that either \(\alpha\) or \(\beta\) is a unity. It is plain that all associates of a prime are prime. If \(\pi = \alpha\beta\), then \(N\pi = N\alpha N\beta\), so that \(\pi\) is certainly prime if \(N\pi\) is a rational prime. We shall prove that the converse is also true.

**Theorem 377.** An integral quaternion \(\pi\) is prime if and only if its norm \(N\pi\) is a rational prime.

Since \(Np = p^2\), a particular case of Theorem 377 is

**Theorem 378.** A rational prime \(p\) cannot be a prime quaternion.

We begin by proving Theorem 378 (which is all that we shall actually need).

Since \(2 = (1+i_1)(1-i_1)\),

2 is not a prime quaternion. We may therefore suppose \(p\) odd.

By Theorem 87, there are integers \(r\) and \(s\) such that

\[
0 < r < p, \quad 0 < s < p, \quad 1 + r^2 + s^2 \equiv 0 \pmod{p}.
\]

If

\[
\alpha = 1 + ri_2 - ri_3,
\]

then

\[
N\alpha = 1 + r^2 + s^2 \equiv 0 \pmod{p},
\]

and \((N_\alpha, p) > 1\). It follows, by Theorem 376, that \(\alpha\) and \(p\) have a common right-hand divisor \(\delta\) which is not a unity. If

\[
\alpha = \delta_1 \delta, \quad P = \delta_2 \delta,
\]

then \(\delta_2\) is not a unity; for if it were then \(\delta\) would be an associate of \(p\), in which case \(p\) would divide all the coordinates of

\[
\alpha = \delta_1 \delta = \delta_1 \delta_2^{-1} p,
\]

and in particular 1. Hence \(p = \delta_2 \delta\), where neither \(\delta\) nor \(\delta_2\) is a unity, and so \(p\) is not prime.

To complete the proof of Theorem 377, suppose that \(\pi\) is prime and \(p\) a rational prime divisor of \(N\pi\). By Theorem 376, \(\pi\) and \(p\) have a common right-hand divisor \(\pi'\) which is not a unity. Since \(\pi\) is prime, \(\pi'\) is an associate of \(\pi\) and \(N\pi' = N\pi\). Also \(p = \lambda \pi'\), where \(\lambda\) is integral; and \(p^2 = N\lambda N\pi' = N\lambda N\pi\), so that \(N\lambda\) is 1 or \(p\). If \(N\lambda\) were 1, \(p\) would be an associate of \(\pi'\) and \(\pi\), and so a prime quaternion, which we have seen to be impossible. Hence \(N\pi = p\), a rational prime.
It is now easy to prove Theorem 370. If \( p \) is any rational prime, \( p = \lambda \pi \), where \( NA = N\pi = p \). If \( \pi \) has integral coordinates \( a, a, a, a_3 \), then
\[
p = N\pi = a_0^2 + a_1^2 + a_2^2 + a_3^2.
\]
If not then, by Theorem 371, there is an associate \( \pi' \) of \( \pi \) which has integral coordinates. Since
\[
p = N\pi = N\pi',
\]
the conclusion follows as before.

The analysis of the preceding sections may be developed so as to lead to a complete theory of the factorization of integral quaternions and of the representation of rational integers by sums of four squares. In particular it leads to formulae for the number of representations, analogous to those of §§ 16.9–10. We shall prove these formulae by a different method in § 20.12, and shall not pursue the arithmetic of quaternions further here. There is however one other interesting theorem which is an immediate consequence of our analysis. If we suppose \( p \) odd, and select an associate \( \pi' \) of \( \pi \) whose coordinates are halves of odd integers (as we may by Theorem 371), then
\[
p = N\pi = N\pi' = (b_0 + \frac{1}{2})^2 + (b_1 + \frac{1}{2})^2 + (b_2 + \frac{1}{2})^2 + (b_3 + \frac{1}{2})^2,
\]
where \( b, \ldots \) are integers, and
\[
4p = (2b_0 + 1)^2 + (2b_1 + 1)^2 + (2b_2 + 1)^2 + (2b_3 + 1)^2.
\]
Hence we obtain

**Theorem 379.** If \( p \) is an odd prime, then \( 4p \) is the sum of four odd integral squares.

Thus \( 4 \cdot 3 = 12 = 1^2 + 1^2 + 1^2 + 3^2 \) (but \( 4 \cdot 2 = 8 \) is not the sum of four odd integral squares).

20.10. **The values of** \( g(2) \) **and** \( G(2) \). Theorem 369 shows that
\[
G(2) \leq g(2) \leq 4.
\]
On the other hand,
\[
(2m)^2 \equiv 0 \pmod{4}, \quad (2m + 1)^2 \equiv 1 \pmod{8},
\]
so that
\[
x^2 \equiv 0, 1, \text{ or } 4 \pmod{8}
\]
and
\[
x^2 + y^2 + z^2 \not\equiv 7 \pmod{8}.
\]
Hence no number \( 8m + 7 \) is representable by three squares, and we obtain

**Theorem 380:** \( g(2) = G(2) = 4 \).
If \(x^2 + y^2 + z^2 \equiv 0 \pmod{4}\), then all of \(x, y, z\) are even, and
\[
\frac{1}{4}(x^2 + y^2 + z^2) = (\frac{1}{2}x)^2 + (\frac{1}{2}y)^2 + (\frac{1}{2}z)^2
\]
is representable by three squares. It follows that no number \(4^a(8m+7)\)
is the sum of three squares. It can be proved that any number not of
this form is the sum of three squares, so that
\[
n \neq 4^a(8m+7)
\]
is a necessary and sufficient condition for \(n\) to be representable by three
squares; but the proof depends upon the theory of ternary quadratic
forms and cannot be included here.

**20.11. Lemmas for the third proof of Theorem 369.** Our third
proof of Theorem 369 is of a quite different kind and, although
'selementary', belongs properly to the theory of elliptic functions.

The coefficient \(r_r(n)\) of \(x^n\) in
\[
(1 + 2x + 2x^4 + \ldots)^4 = \left( \sum_{m=\infty}^{\infty} x^{m^2} \right)^4
\]
is the number of solutions of
\[
n = m_1^2 + m_2^2 + m_3^2 + m_4^2
\]
in rational integers, solutions differing only in the sign or order of the
\(m\) being reckoned as distinct. We have to prove that this coefficient
is positive for every \(n\).

By Theorem 312
\[
(1 + 2x + 2x^4 + \ldots)^2 = 1 + 4 \left( \frac{x}{1-x} - \frac{x^3}{1-x^3} + \ldots \right),
\]
and we proceed to find a transformation of the square of the right-hand
side.

In what follows \(x\) is any number, real or complex, for which \(|x| < 1\).
The series which we use, whether simple or multiple, are absolutely
convergent for \(|x| < 1\). The rearrangements to which we subject them
are all justified by the theorem that any absolutely convergent series,
simple or multiple, may be summed in any manner we please.

We write
\[
u_r = \frac{x^r}{1-x^r},
\]
so that
\[
\frac{x^r}{(1-x^r)^2} = u_r(1+u_r).
\]

We require two preliminary lemmas.

**Theorem 381:**
\[
\sum_{m=1}^{\infty} u_m(1+u_m) = \sum_{n=1}^{\infty} nu_n.
\]
For

\[ \sum_{m=1}^{\infty} \frac{x^m}{(1-x^m)^2} = \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} nx^{mn} = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} nx^n = \sum_{n=1}^{\infty} \frac{nx^n}{1-x^n}. \]

**Theorem 382:**

\[ \sum_{m=1}^{\infty} (-1)^{m-1} u_{2m}(1+u_{2m}) = \sum_{n=1}^{\infty} (2n-1)u_{4n-2}. \]

For

\[ \sum_{m=1}^{\infty} \frac{(-1)^{m-1}x^{2m}}{(1-x^{2m})^2} = \sum_{m=1}^{\infty} (-1)^{m-1} \sum_{r=1}^{\infty} r x^{2mr} \]

\[ = \sum_{r=1}^{\infty} r \sum_{m=1}^{\infty} (-1)^{m-1} x^{2mr} = \sum_{r=1}^{\infty} \frac{rx^{2r}}{1+x^{2r}} \]

\[ = \sum_{r=1}^{\infty} \left( \frac{rx^{2r}}{1-x^{2r}} - \frac{2rx^{4r}}{1-x^{4r}} \right) = \sum_{n=1}^{\infty} \frac{(2n-1)x^{4n-2}}{1-x^{4n-2}}. \]

**20.12. Third proof of Theorem 369: the number of representations.** We begin by proving an identity more general than the actual one we need.

**Theorem 383.** If \( \theta \) is real and not an even multiple of \( \pi \), and if

\[ L = L(x, \theta) = \frac{1}{4} \cot \frac{1}{2} \theta + u_1 \sin \theta + u_2 \sin 2\theta + ... , \]

\[ T_1 = T_1(x, \theta) = (\frac{1}{4} \cot \frac{1}{2} \theta)^2 + u_1(1+u_1)\cos \theta + u_2(1+u_2)\cos 2\theta + ... , \]

\[ T_2 = T_2(x, \theta) = \frac{1}{2}(u_1(1-\cos \theta) + 2u_2(1-\cos 2\theta) + 3u_3(1-\cos 3\theta) + ...), \]

then

\[ L^2 = T_1 + T_2. \]

We have

\[ L^2 = \left( \frac{1}{4} \cot \frac{1}{2} \theta + \sum_{n=1}^{\infty} u_n \sin n\theta \right)^2 \]

\[ = \left( \frac{1}{4} \cot \frac{1}{2} \theta \right)^2 + \frac{1}{2} \sum_{n=1}^{\infty} u_n \cot \frac{1}{2} \theta \sin n\theta + \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_m u_n \sin m\theta \sin n\theta \]

\[ = \left( \frac{1}{4} \cot \frac{1}{2} \theta \right)^2 + S_1 + S_2, \]

say. We now use the identities

\[ \frac{1}{2} \cot \frac{1}{2} \theta \sin n\theta = \frac{1}{2} + \cos \theta + \cos 2\theta + ... + \cos (n-1)\theta + \frac{1}{2} \cos n\theta, \]

\[ 2 \sin m\theta \sin n\theta = \cos (m-n)\theta - \cos (m+n)\theta, \]

which give

\[ S_1 = \sum_{n=1}^{\infty} u_n \{\frac{1}{2} + \cos \theta + \cos 2\theta + ... + \cos (n-1)\theta + \frac{1}{2} \cos n\theta\}, \]

\[ S_2 = \frac{1}{2} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_m u_n \{\cos (m-n)\theta - \cos (m+n)\theta\}. \]
and
\[ L^2 = \left( \frac{1}{2} \cot \frac{1}{2} \theta \right)^2 + C_0 + \sum_{k=1}^{\infty} C_k \cos k\theta, \]
say, on rearranging \( S_1 \) and \( S_2 \) as series of cosines of multiples of \( \theta \).

We consider \( C_0 \) first. This coefficient includes a contribution
\[ \frac{1}{2} \sum_{n=1}^{\infty} u_n \]
from \( S_1 \), and a contribution
\[ \frac{1}{2} \sum_{n=1}^{\infty} u_n^2 \]
from the terms of \( S_2 \) for which \( m = n \). Hence
\[ C_0 = \frac{1}{2} \sum_{n=1}^{\infty} (u_n + u_n^2) = \frac{1}{2} \sum_{n=1}^{\infty} nu_n, \]
by Theorem 381.

Now suppose \( k > 0 \). Then \( S_1 \) contributes
\[ \frac{1}{2} u_k + \sum_{n=k+1}^{\infty} u_n = \frac{1}{2} u_k + \sum_{l=1}^{\infty} u_{k+l} \]
to \( C_k \), while \( S_2 \) contributes
\[ \frac{1}{2} \sum_{m-n=k} u_m u_n + \frac{1}{2} \sum_{m-n=k} u_m u_n - \frac{1}{2} \sum_{m-n=k} u_m u_n, \]
where \( m \geq 1, n \geq 1 \) in each summation. Hence
\[ C_k = \frac{1}{2} u_k + \sum_{l=1}^{\infty} u_{k+l} + \sum_{l=1}^{\infty} u_l u_{k+l} - \frac{1}{2} \sum_{l=1}^{\infty} u_l u_{k-l}. \]

The reader will easily verify that
\[ u_l u_{k-l} = u_k(1 + u_l + u_{k-l}) \]
and
\[ u_{k+l} + u_l u_{k+l} = u_k(u_l + u_{k+l}). \]
Hence
\[ C_k = u_k \left( \frac{1}{2} + \sum_{l=1}^{\infty} (u_l - u_{k+l}) - \frac{1}{2} \sum_{l=1}^{\infty} (1 + u_l + u_{k-l}) \right) \]
\[ = u_k \left( \frac{1}{2} + u_1 + u_2 + \ldots + u_k - \frac{1}{2} (k-1) - (u_1 + u_2 + \ldots + u_{k-1}) \right) \]
\[ = u_k (1 + u_k - \frac{1}{2} k), \]
and so
\[ L^2 = \left( \frac{1}{2} \cot \frac{1}{2} \theta \right)^2 + \frac{1}{2} \sum_{n=1}^{\infty} nu_n + \sum_{k=1}^{\infty} \frac{1}{2} u_k (1 + u_k - \frac{1}{2} k) \cos k\theta \]
\[ = \left( \frac{1}{2} \cot \frac{1}{2} \theta \right)^2 + \sum_{k=1}^{\infty} u_k (1 + u_k) \cos k\theta + \frac{1}{2} \sum_{k=1}^{\infty} ku_k (1 - \cos k\theta) \]
\[ = T_1(x, \theta) + T_2(x, \theta). \]

† To justify this rearrangement we have to prove that
\[ \sum_{n=1}^{\infty} |u_n| (\frac{1}{2} + |\cos \theta| + \ldots + \frac{1}{2} |\cos n\theta|) \]
and
\[ \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} |u_m| |u_n| (|\cos (m+n)\theta| + |\cos (m-n)\theta|) \]
are convergent. But this is an immediate consequence of the absolute convergence of
\[ \sum_{n=1}^{\infty} nu_n, \quad \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} u_m u_n. \]
Theorem 384:

\[(\frac{1}{4} + u_1 - u_3 + u_5 - u_7 + \ldots)^2 = \frac{1}{16} + \frac{1}{2}(u_1 + 2u_2 + 3u_3 + 5u_5 + 6u_6 + 7u_7 + 9u_9 + \ldots),\]

where in the last series there are no terms in \(u_4, u_8, u_{12}, \ldots\).

We put \(\theta = \frac{1}{2} \pi\) in Theorem 383. Then we have

\[T_1 = \frac{1}{16} - \sum_{m=1}^{\infty} (-1)^{m-1} u_{2m}(1 + u_{2m}),\]
\[T_2 = \frac{1}{2} \sum_{m=1}^{\infty} (2m - 1)u_{2m-1} + 2 \sum_{m=1}^{\infty} (2m - 1)u_{4m-2} = \frac{1}{16} + \frac{1}{2}(u_1 + 2u_2 + 3u_3 + 5u_5 + \ldots).\]

Now, by Theorem 382,

\[T_1 + T_2 = \frac{1}{16} - \sum_{m=1}^{\infty} (2m - 1)u_{4m-2},\]

and so

\[T_1 + T_2 = \frac{1}{16} + \frac{1}{2}(u_1 + 2u_2 + 3u_3 + 5u_5 + \ldots).\]

From Theorems 312 and 384 we deduce

Theorem 385:

\[(1 + 2x + 2x^4 + 2x^9 + \ldots)^4 = 1 + 8 \sum' mu_m,\]

where \(m\) runs through all positive integral values which are not multiples of 4.

Finally,

\[8 \sum' mu_m = 8 \sum' \frac{mx^m}{1-x^m} = 8 \sum' m \sum_{r=1}^{\infty} x^{mr} = 8 \sum_{n=1}^{\infty} c_n x^n,\]

where

\[c_n = \sum_{m|n, 4|n} m\]

is the sum of the divisors of \(n\) which are not multiples of 4.

It is plain that \(c_n > 0\) for all \(n > 0\), and so \(r_4(n) > 0\). This provides us with another proof of Theorem 369; and we have also proved

Theorem 386. The number of representations of a positive integer \(n\) as the sum of four squares, representations which differ only in order or sign being counted as distinct, is 8 times the sum of the divisors of \(n\) which are not multiple8 of 4.

20.13. Representations by a larger number of squares. There are similar formulae for the numbers of representations of \(n\) by 6 or 8 squares. Thus

\[r_6(n) = 16 \sum_{d|n} \chi(d')d^2 - 4 \sum_{d|n} \chi(d)d^2,\]

where \(dd' = n\) and \(\chi(d)\), as in § 16.9, is 1, -1, or 0 according as \(d\) is \(4k+1, 4k-1, \) or \(2k\); and

\[r_8(n) = 16(-1)^n \sum_{d|n} (-1)^d d^3.\]
These formulae are the arithmetical equivalents of the identities
\[(1 + 2x + 2x^4 + \ldots)^6 = 1 + 16 \left( \frac{1^2 x}{1 + x^2} + \frac{2^2 x^2}{1 + x^4} + \frac{3^2 x^3}{1 + x^6} + \ldots \right) - 4 \left( \frac{1^2 x}{1 - x} - \frac{3^2 x^3}{1 - x^3} + \frac{5^2 x^5}{1 - x^5} - \ldots \right), \]
and
\[(1 + 2x + 2x^4 + \ldots)^8 = 1 + 16 \left( \frac{1^3 x}{1 + x} + \frac{2^3 x^2}{1 - x^2} + \frac{3^3 x^3}{1 + x^3} + \ldots \right) - 4 \left( \frac{1^3 x}{1 - x} - \frac{3^3 x^3}{1 - x^3} + \frac{5^3 x^5}{1 - x^5} - \ldots \right).\]

These identities also can be proved in an elementary manner, but have their roots in the theory of the elliptic modular functions. That \(r_s(n)\) and \(r_8(n)\) are positive for all \(n\) is trivial after Theorem 369.

The formulae for \(r_s(n)\), where \(s = 10, 12, \ldots\), involve other arithmetical functions of a more recondite type. Thus \(r_s(n)\) involves sums of powers of the complex divisors of \(n\).

The corresponding problems for representations of \(n\) by sums of an odd number of squares are more difficult, as may be inferred from § 20.10. When \(s\) is 3, 5, or 7 the number of representations is expressible as a finite sum involving the symbol \(\frac{m}{\omega^n}\) of Legendre and Jacobi.

**NOTES ON CHAPTER XX**

§ 20.1. Waring made his assertion in *Meditationes algebraicae* (1770), 204–5, and Lagrange proved that \(g(2) = 4\) later in the same year. There is an exhaustive account of the history of the four-square theorem in Dickson, *History*, ii, ch. viii.

Hilbert’s proof of the existence of \(g(k)\) for every \(k\) was published in *Göttinger Nachrichten* (1909), 17–36, and *Math. Annalen*, 67 (1909), 281–305. Previous writers had proved its existence when \(k = 3, 4, 5, 6, 7, 8,\) and 10, but its value had been determined only for \(k = 3\). The value of \(g(k)\) is now known for all \(k\) except 4 and 5: that of \(G(k)\) for \(k = 2\) and \(k = 4\) only. The determinations of \(g(k)\) rest on a previous determination of an upper bound for \(G(k)\).

See also Dickson, *History*, ii, ch. 25, and our notes on Ch. XXI.

Lord Saltoun drew my attention to an error on p. 298.

§ 20.3. This proof is due to Hermite, *Journal de math.* (1), 13 (1848), 15 (*Œuvres*, i, 264).


§ 20.5. Bachet enunciated Theorem 369 in 1621, though he did not profess to have proved it. The proof in this section is substantially Euler’s.

§§ 20.6–g. These sections are based on Hurwitz, *Vorlesungen über die Zahlentheorie der Quaternionen* (Berlin, 1919). Hurwitz develops the theory in much greater detail, and uses it to find the formulae of § 20.12. We go so far only as is necessary for the proof of Theorem 370; we do not, for example, prove any general theorem concerning uniqueness of factorization. There is another account
of Hurwitz's theory, with generalizations, in Dickson, *Algebren* und ihre *Zahlen-
thorie* (Zürich, 1927), ch. 9.

The first arithmetic of quaternions was constructed by Lipschitz, *Unter-
suchungen über die Summen von Quadraten*, Bonn, 1886. Lipschitz defines an
integral quaternion in the most obvious manner, viz. as one with integral coordi-
nates, but his theory is much more complicated than Hurwitz's. Later, Dickson
[Proc. London Math. Soc. (2) 20 (1922), 225–32] worked out an alternative and
much simpler theory based on Lipschitz's definition. We followed this theory
in our first edition, but it is less satisfactory than Hurwitz's: it is not true, for
example, in Dickson's theory, that any two integral quaternions have a highest
common right-hand divisor.

§ 20.10. The 'three-square theorem', which we do not prove, is due to Legendre,
*Essai sur la théorie des nombres* (1798), 202, 398-9, and Gauss, D.A. § 291. Gauss
determined the number of representations. See Landau, *Vorlesungen*, i. 114–25.
There is another proof, depending on the methods of Liouville, referred to in the


§ 20.13. The results for 6 and 8 squares are due to Jacobi, and are contained
implicitly in the formulae of §§ 40-42 of the *Fundamenta nova*. They are stated
explicitly in Smith's *Report on the theory of numbers* (Collected papers, i. 306–7).
Liouville gave formulæ for 12 and 10 squares in the *Journal de math.* (2) 9 (1864),
gave a systematic table of formulæ for \( r_{2n}(n) \) up to \( 2s = 18 \), based on previous
for 14 and 18 squares contain functions defined only as the coefficients in certain
modular functions and not arithmetically. Ramanujan (*Collected papers*, no. 18)
continues Glaisher's table up to \( 2s = 24 \).

Boulyguine, in 1914, found general formulæ for \( r_{n}(n) \) in which every function
which occurs has an arithmetical definition. Thus the formula for \( r_{2n}(n) \) contains
functions \( \sum \phi(x_1, x_2, ..., x_t) \), where \( \phi \) is a polynomial, \( t \) has one of the values \( 2s - 8, 2s - 16, ..., \)
and the summation is over all solutions of \( x_1^2 + x_2^2 + \ldots + x_t^2 = n \). There
are references to Boulyguine's work in Dickson's *History*, ii. 317.

Uspensky developed the elementary methods which seem to have been used
by Liouville in a series of papers published in Russian: references will be found in
analysis up to \( 2s = 12 \), and states that his methods enable him to prove Bouly-
guine's general formulæ.

A more analytic method, applicable also to representations by an odd number
of squares, has been developed by Hardy, Mordell, and Ramanujan. See Hardy,
*Trans. Amer. Math. Soc.* 21 (1920), 255-84, and *Ramanujan*, ch. 9; Mordell,
(1923), 361-72; Estermann, *Acta arithmetica*, 2 (1936), 47-79; and nos. 18 and
21 of Ramanujan's *Collected papers*.

We defined Legendre's symbol in § 6.5. Jacobi's generalization is defined in
the more systematic treatises, e.g. in Landau, *Vorlesungen*, i. 47.
XXI

REPRESENTATION BY CUBES AND HIGHER POWERS

21.1. Biquadrates. We defined ‘Waring’s problem’ in § 20.1 as the problem of determining $g(k)$ and $G(k)$, and solved it completely when $k = 2$. The general problem is much more difficult. Even the proof of the existence of $g(k)$ and $G(k)$ requires quite elaborate analysis; and the value of $G(k)$ is not known for any $k$ but 2 and 4. We give a summary of the present state of knowledge at the end of the chapter, but we shall prove only a few special theorems, and these usually not the best of their kind that are known.

It is easy to prove the existence of $g(4)$.

Theorem 387. $g(4)$ exists, and does not exceed 50.

The proof depends on Theorem 369 and the identity

\[(21.1.1) \quad 6(a^2 + b^2 + c^2 + d^2)^2 = (a+b)^4 + (a-b)^4 + (c+d)^4 + (c-d)^4 + (a+c)^4 + (a-c)^4 + (b+d)^4 + (b-d)^4 + (a+d)^4 + (a-d)^4 + (b+c)^4 + (b-c)^4.\]

We denote by $B_s$ a number which is the sum of $s$ or fewer biquadrates. Thus (21.1.1) shows that

\[6(a^2 + b^2 + c^2 + d^2)^2 = B_{12},\]

and therefore, after Theorem 369, that

\[(21.1.2) \quad 6x^2 = B_{12}\]

for every $x$.

Now any positive integer $n$ is of the form

\[n = 6N + r,\]

where $N \geq 0$ and $r$ is 0, 1, 2, 3, 4, or 5. Hence (again by Theorem 369)

\[n = 6(x_1^2 + x_2^2 + x_3^2 + x_4^2) + r;\]

and therefore, by (21.1.2),

\[n = B_{12} + B_{12} + B_{12} + B_{12} + r = B_{48} + r = B_{53}\]

(since $r$ is expressible by at most 5 1's). Hence $g(4)$ exists and is at most 53.

It is easy to improve this result a little. Any $n \geq 81$ is expressible as

\[n = 6N + t,\]

where $N \geq 0$, and $t = 0, 1, 2, 81, 16, or 17$, according as $n \equiv 0, 1, 2, 3, 4$, or 5 (mod 6). But

\[1 = 1^4, \quad 2 = 1^4 + 1^4, \quad 81 = 3^4, \quad 16 = 2^4, \quad 17 = 2^4 + 1^4.\]
Hence \( t = B_2 \) and therefore
\[ n = B_{48} + B_2 = B_{50}, \]
so that any \( n \geq 81 \) is \( B_{50} \).
On the other hand it is easily verified that \( n = B_{19} \) if \( 1 \leq n \leq 80 \).
In fact only
\[ 79 = 4 \cdot 2^4 + 15 \cdot 1^4 \]
requires 19 biquadrates.

21.2. Cubes: the existence of \( G(3) \) and \( g(3) \). The proof of the existence of \( g(3) \) is more sophisticated (as is natural because a cube may be negative). We prove first

**Theorem 388:** \( G(3) \) \( \leq 13 \).

We denote by \( C_s \) a number which is the sum of \( s \) non-negative cubes.
We suppose that \( z \) runs through the values 7, 13, 19, ... congruent to 1 (mod 6), and that \( I_z \) is the interval
\[ \phi(z) = 11z^9 + (z^3 + 1)^3 + 125z^3 \leq n \leq 14z^9 = \psi(z). \]
It is plain that \( \phi(z + 6) < \psi(z) \) for large \( z \), so that the intervals \( I_z \) ultimately overlap, and every large \( n \) lies in some \( I_z \). It is therefore sufficient to prove that every \( n \) of \( I_z \) is the sum of 13 non-negative cubes.
We prove that any \( n \) of \( I_z \) can be expressed in the form
\[ (21.2.1) \quad n = N + 8z^9 + 6mz^3, \]
where
\[ (21.2.2) \quad N = C_5, \quad 0 < m < z^6. \]
We shall then have
\[ m = x_1^2 + x_2^2 + x_3^2 + x_4^2, \]
where \( 0 \leq x_i < z^3 \); and so
\[
\begin{align*}
n &= N + 8z^9 + 6z^3(x_1^2 + x_2^2 + x_3^2 + x_4^2) \\
&= N + \sum_{i=1}^{4} ((z^3 + x_i)^3 + (z^3 - x_i)^3) \\
&= C_5 + C_8 = C_{13}.
\end{align*}
\]
It remains to prove (21.2.1). We define \( r, s, \) and \( N \) by
\[
\begin{align*}
n &\equiv 6r \pmod{z^3} \quad (1 \leq r \leq z^3), \\
n &\equiv s + 4 \pmod{6} \quad (0 \leq s \leq 5), \\
N &\equiv (r + 1)^3 + (r - 1)^3 + 2(z^3 - r)^3 + (sz)^3.
\end{align*}
\]
Then \( N = C_5 \) and
\[ 0 < N < (z^3 + 1)^3 + 3z^9 + 125z^3 = \phi(z) - 8z^9 \leq n - 8z^9, \]
so that
\[ (21.2.3) \quad 8z^9 < n - N < 14z^9. \]
Now \( N \equiv (r+1)^3+(r-1)^3-2r^3 \equiv 6r \equiv n \equiv n-8z^9 \pmod{6z^3} \).

Also \( x^3 \equiv x \pmod{6} \) for every \( x \), and so
\[
N \equiv r+1+r-1+2(z^3-r)+sz = 2z^3+sz
\]
\[
\equiv (2+s)z \equiv 2+s \equiv n-2
\]
\[
\equiv n-8 \equiv n-8z^9 \pmod{6}.
\]

Hence \( n-N-89 \) is a multiple of \( 6z^3 \). This proves (21.2.1), and the inequality in (21.2.2) follows from (21.2.3).

The existence of \( g(3) \) is a corollary of Theorem 388. It is however interesting to show that the bound for \( G(3) \) stated in the theorem is also a bound for \( g(3) \).

21.3. A bound for \( g(3) \). We must begin by proving a sharpened form of Theorem 388, with a definite limit beyond which all numbers are \( C_{13} \).

Theorem 389. \( \text{If } n \geq 10^{325}, \text{ then } n = C_{13}. \)

We prove first that \( \psi(z+6) \leq \psi(z) \) if \( z \geq 373 \), or that
\[
11t^9 + (t^8+1)^3 + 125t^9 \leq 14(t-6)^9,
\]
i.e.
\[
14 \left( 1 - \frac{54}{t} \right) \geq 12 + \frac{3}{t^3} + \frac{128}{t^6} + \frac{1}{t^9},
\]
if \( t \geq 379 \). Now
\[
(1-\delta)^m > 1-m\delta
\]
if \( 0 < \delta < 1 \). Hence
\[
\left( 1 - \frac{6}{t} \right)^9 > 1 - \frac{54}{t}
\]
if \( t > 6 \); and so (21.3.1) is satisfied if
\[
14 \left( 1 - \frac{54}{t} \right) \geq 12 + \frac{3}{t^3} + \frac{128}{t^6} + \frac{1}{t^9},
\]
or if
\[
2(t-7.54) \geq 3 + \frac{128}{t^3} + \frac{1}{t^6}.
\]

This is clearly true if \( t \geq 7.54 + 1 = 379 \).

It follows that the intervals \( I_z \) overlap from \( z = 373 \) onwards, and \( n \) certainly lies in an \( I_z \) if \( n \geq 14(373)^9 \),

which is less than \( 10^{25} \).

We have now to consider representations of numbers less than \( 10^{25} \). It is known from tables that all numbers up to 40000 are \( C_9 \), and that, among these numbers, only 23 and 239 require as many cubes as \( 9 \). Hence
\[
n = C_9 \quad (1 \leq n \leq 239), \quad n = C_8 \quad (240 \leq n \leq 40000).\]
Next, if \( N \geq 1 \) and \( m = \lceil N^{1/4} \rceil \), we have
\[
N - m^3 = (N^{1/4})^3 - m^3 \leq 3N^{1/4}(N^{1/4} - m) < 3N^{1/4}.
\]
Now let us suppose that
\[
240 \leq n \leq 10^{25}
\]
and put
\[
n = 240 + N, \quad 0 \leq N < 10^{25}.
\]
Then
\[
N = m^3 + N_1, \quad m = \lceil N^{1/4} \rceil, \quad 0 \leq N_1 < 3N^{1/4},
\]
\[
N_1 = m_1^3 + N_2, \quad m_1 = \lceil N^{1/4} \rceil, \quad 0 \leq N_2 < 3N^{1/4},
\]
\[\ldots \ldots \ldots \ldots \ldots \ldots \]
\[
N_4 = m_4^3 + N_5, \quad m_4 = \lceil N^{1/4} \rceil, \quad 0 \leq N_5 < 3N^{1/4}.
\]
Hence
\[
(21.3.2) \quad n = 240 + N = 240 + N_5 + m^3 + m_1^3 + m_2^3 + m_3^3 + m_4^3.
\]
Here
\[
0 \leq N_5 \leq 3N^{1/4} \leq 3(3N^{1/4})^3 \leq \ldots \\
< 3 \cdot 3^3 \cdot 3^3 \cdot 3^3 \cdot 3^3 \cdot N^{(3)^5}
\]
\[
= 27 \left( \frac{N}{27} \right)^5 < 27 \left( \frac{10^{25}}{27} \right)^5 < 35000.
\]
Hence
\[
240 \leq 240 + N_5 < 35240 < 40000,
\]
and so \( 240 + N_5 \) is \( C_5 \); and therefore, by (21.3.2), \( n \) is \( C_13 \). Hence all positive integers are sums of 13 cubes.

**Theorem 390:**
\( g(3) \leq 13 \).

The true value of \( g(3) \) is 9, but the proof of this demands Legendre's theorem (§20.10) on the representation of numbers by sums of three squares. We have not proved this theorem and are compelled to use Theorem 369 instead, and it is this which accounts for the imperfection of our result.

21.4. Higher powers. In §21.1 we used the identity (21.1.1) to deduce the existence of \( g(4) \) from that of \( g(2) \). There are similar identities which enable us to deduce the existence of \( g(6) \) and \( g(8) \) from that of \( g(3) \) and \( g(4) \). Thus
\[
(21.4.1) \quad 60(a^2 + b^2 + c^2 + d^2)^3 = \sum (a \pm b \pm c)^6 + 2 \sum (a \pm b)^6 + 36 \sum a^6.
\]
On the right there are
\[
16 + 2 \cdot 12 + 36 \cdot 4 = 184
\]
sixth powers. Now any \( n \) is of the form
\[
60N + r \quad (0 \leq r \leq 59);
\]
and
\[
60N = 60 \sum_{i=1}^{a(3)} X_i^3 = 60 \sum_{i=1}^{a(3)} (a_i^2 + b_i^2 + c_i^2 + d_i^2)^3,
\]
which, by (21.4.1), is the sum of $184g(3)$ sixth powers. Hence $\eta$ is the sum of
\[184g(3) + r \leq 184g(3) + 59\]
sixth powers; and so, by Theorem 390,

**Theorem 391:** \[g(6) \leq 184g(3) + 59 \leq 2451.\]

Again, the identity
\[(21.4.2) \quad 5040(a^2 + b^2 + c^2 + d^2)^4 = 6 \sum (2a)^8 + 60 \sum (a \pm b)^8 + \sum (2a \pm b \pm c)^8 + 6 \sum (a \pm b \pm c \pm d)^8\]
has
\[6.4 + 60.12 + 48 + 6.8 = 840\]
eighth powers on its right-hand aide. Hence, as above, any number $5040N$ is the sum of $840g(4)$ eighth powers. Now any number up to $5039$ is the sum of at most $273$ eighth powers of 1 or 2. Hence, by Theorem 387,

**Theorem 392** : \[g(8) \leq 840g(4) + 273 \leq 42273.\]

The results of Theorems 391 and 392 are, numerically, very poor; and the theorems are really interesting only as existence theorems. It is known that $g(6) = 73$ and that $g(8) = 279$.

### 21.5. A lower bound for $g(k)$

We have found upper bounds for $g(k)$, and \textit{a fortiori} for $G(k)$, for $k = 3, 4, 6,$ and $8$, but they are a good deal larger than those given by deeper methods. There is also the problem of finding lower bounds, and here elementary methods are relatively much more effective. It is indeed quite easy to prove all that is known at present.

We begin with $g(k)$. Let us write $q = [(\frac{3}{2})^k]$. The number
\[n = 2^k q - 1 < 3^k\]
can only be represented by the powers $1^k$ and $2^k$. In fact
\[n = (q - 1)2^k + (2^k - 1)1^k,\]
and so $n$ requires just\[q - 1 + 2^k - 1 = 2^k + q - 2\]kth powers. Hence

**Theorem 393** : \[g(k) \geq 2^k + q - 2.\]

In particular $g(2) \geq 4$, $g(3) \geq 9$, $g(4) \geq 19$, $g(5) \geq 37$,\ldots. It is known that $g(k) = 2^k + q - 2$ for all values of $k$ up to 400 except perhaps 4 and 5, and it is quite likely that this is true for every $k$.

\[\dagger\] The worst number is $4863 = 18 \cdot 2^8 + 255 \cdot 1^8$. 
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21.6. **Lower** bounds for \( G(k) \). Passing to \( G(k) \), we prove first a general theorem for every \( k \).

**Theorem 394:** \( G(k) \geq k + 1 \) for \( k \geq 2 \).

Let \( A(N) \) be the number of numbers \( n \leq N \) which are representable in the form

\[
\text{(21.6.1)} \quad n = x_1^k + x_2^k + \ldots + x_k^k,
\]

where \( x_i \geq 0 \). We may suppose the \( x_i \) arranged in ascending order of magnitude, so that

\[
\text{(21.6.2)} \quad 0 \leq x_1 \leq x_2 \leq \ldots \leq x_k \leq N^{1/k}.
\]

Hence \( A(N) \) does not exceed the number of solutions of the inequalities (21.6.2), which is

\[
B(N) = \sum_{x_k=0}^{x_1^{1/k}} \sum_{x_{k-1}=0}^{x_k^{1/k}} \cdots \sum_{x_1=0}^{x_2^{1/k}} 1.
\]

The summation with respect to \( x_1 \) gives \( x_2 + 1 \), that with respect to \( x_2 \) gives

\[
\sum_{x_1=0}^{x_1^{1/k}} (x_2 + 1) = \frac{(x_3 + 1)(x_3 + 2)}{2!},
\]

that with respect to \( x_3 \) gives

\[
\sum_{x_2=0}^{x_2^{1/k}} (x_3 + 1)(x_3 + 2) = \frac{(x_4 + 1)(x_4 + 2)(x_4 + 3)}{3!},
\]

and so on: so that

\[
\text{(21.6.3)} \quad B(N) = \frac{1}{k!} \prod_{r=1}^{k} ([N^{1/k}] + r) \sim \frac{N}{k!}
\]

for large \( N \).

On the other hand, if \( G(k) \leq k \), all but a finite number of \( n \) are representable in the form (21.6.1), and

\[
A(N) > N - C,
\]

where \( C \) is independent of \( N \). Hence

\[
N - C < A(N) \leq B(N) \sim \frac{N}{k!},
\]

which is plainly impossible when \( k > 1 \). It follows that \( G(k) > k \).

Theorem 394 gives the best known universal lower bound for \( G(k) \). There are arguments based on congruences which give equivalent, or better, results for special forms of \( k \). Thus

\[
x^3 \equiv 0, 1, \text{ or } -1 \pmod{9},
\]

and so at least 4 cubes are required to represent a number \( N = 9m + 4 \). This proves that \( G(3) \geq 4 \), a special case of Theorem 394.
Again
\[(21.6.4) \quad x^4 \equiv 0 \text{ or } 1 \pmod{16},\]
and so all numbers \(16m + 15\) require at least 15 biquadrates. It follows that \(G(4) \geq 15\). This is a much better result than that given by Theorem 394, and we can improve it slightly.

It follows from (21.6.4) that, if \(16n\) is the sum of 15 or fewer biquadrates, each of these biquadrates must be a multiple of 16. Hence
\[
16n = \sum_{i=1}^{15} x_i^4 = \sum_{i=1}^{15} (2y_i)^4
\]
and so
\[
n = \sum_{i=1}^{15} y_i^4.
\]
Hence, if \(16n\) is the sum of 15 or fewer biquadrates, so is \(n\). But 31 is not the sum of 15 or fewer biquadrates; and so \(16m\), 31 is not, for any \(m\).

**Theorem 395:** \(G(4) \geq 16\).

More generally

**Theorem 396:** \(G(2^\theta) \geq 2^{\theta+2} + k \quad \text{if} \quad \theta \geq 2\).

The case \(\theta = 2\) has been dealt with already. If \(\theta > 2\), then
\[
k = 2^\theta > \theta + 2.
\]
Hence, if \(x\) is even,
\[
x^{2^\theta} \equiv 0 \pmod{2^{\theta+2}},
\]
while if \(x\) is odd then
\[
x^{2^\theta} \equiv (1 + 2m)^{2^\theta} \equiv 1 + 2^{\theta + 1} m + 2^{\theta + 1} (2^\theta - 1) m^2 \equiv 1 - 2^{\theta + 1} m(m - 1) \equiv 1 \pmod{2^{\theta+2}}.
\]
Thus
\[(21.6.5) \quad x^{2^\theta} \equiv 0 \text{ or } 1 \pmod{2^{\theta+2}}.
\]

Now let \(n\) be any odd number and suppose that \(2^{\theta+2}n\) is the sum of \(2^{\theta+2} - 1\) or fewer \(k\)th powers. Then each of these powers must be even, by (21.6.5), and so divisible by \(2^k\). Hence \(2^{k - \theta - 2} n\), and so \(n\) is even; a contradiction which proves Theorem 396.

It will be observed that the last stage in the proof fails for \(\theta = 2\), when a special device is needed.

There are three more theorems which, when they are applicable, give better results than Theorem 394.

**Theorem 397.** If \(p > 2\) and \(\theta \geq 0\), then \(G(p^\theta(p-1)) \geq p^{\theta+1}\).

For example, \(G(6) \geq 9\).

If \(k = p^\theta(p-1)\), then \(\theta + 1 \leq 3^\theta < k\). Hence
\[
x^k \equiv 0 \pmod{p^{\theta+1}}
\]
if \( p \mid x \). On the other hand, if \( p 
ot| x \), we have
\[
x^k \equiv x^{p^{\theta(p-1)}} \equiv 1 \pmod{p^{\theta+1}}
\]
by Theorem 72. Hence, if \( p^{\theta+1}n \), where \( p 
ot| n \), is the sum of \( p^{\theta+1} - 1 \) or fewer \( k \)th powers, each of these powers must be divisible by \( p^{\theta+1} \) and so by \( p^k \). Hence \( p^k \ p^{\theta+1}n \), which is impossible; and therefore \( G(k) \geq p^{\theta+1} \).

**Theorem 398.** If \( p > 2 \) and \( \theta \geq 0 \), then \( G\left(\frac{1}{2}p^\theta(p-1)\right) \geq \frac{1}{2}(p^{\theta+1} - 1) \).

For example, \( G(10) \geq 12 \).

It is plain that
\[
k = \frac{1}{2}p^\theta(p-1) \geq p^\theta > \theta + 1,
\]
except in the trivial case \( p = 3, \theta = 0, k = 1 \). Hence
\[
x^k \equiv 0 \pmod{p^{\theta+1}}
\]
if \( p \mid x \). On the other hand, if \( p 
ot| x \), then
\[
x^{2k} = x^{p^\theta(p-1)} \equiv 1 \pmod{p^{\theta+1}}
\]
by Theorem 72. Hence \( p^{\theta+1} \mid (x^{2k} - 1) \), i.e.
\[
p^{\theta+1} \ (x^k - 1)(x^k + 1).
\]
Since \( p > 2 \), \( p \) cannot divide both \( x^k - 1 \) and \( x^k + 1 \), and so one of \( x^k - 1 \) and \( x^k + 1 \) is divisible by \( p^{\theta+1} \). It follows that
\[
x^k \equiv 0, 1, \text{ or } -1 \pmod{p^{\theta+1}}
\]
for every \( x \); and therefore that numbers of the form
\[
p^{\theta+1}m \pm \frac{1}{2}(p^{\theta+1} - 1)
\]
require at least \( \frac{1}{2}(p^{\theta+1} - 1) \) \( k \)th powers.

**Theorem 399.** If \( \theta \geq 2,\,^t \) then \( G(3, 2^\theta) \geq 2^{\theta+2} \).

This is a trivial corollary of Theorem 396, since \( G(3, 2^\theta) \geq G(2^\theta) \geq 2^{\theta+2} \).

We may sum up the results of this section in the following theorem.

**Theorem 400.** \( G(k) \) has the lower bounds

(i) \( 2^{\theta+2} \) if \( k \) is \( 2^\theta \) or \( 3 \cdot 2^\theta \) and \( \theta \geq 2 \);

(ii) \( p^{\theta+1} \) if \( p > 2 \) and \( k = p^\theta(p-1) \);

(iii) \( \frac{1}{2}(p^{\theta+1} - 1) \) if \( p > 2 \) and \( k = \frac{1}{2}p^\theta(p-1) \);

(iv) \( k+1 \) in any case.

These are the best known lower bounds for \( G(k) \). It is easily verified that none of them exceeds \( 4k \), so that the lower bounds for \( G(k) \) are much smaller, for large \( k \), than the lower bound for \( g(k) \) assigned by Theorem 393. The value of \( g(k) \) is, as we remarked in § 20.1, inflated by the difficulty of representing certain comparatively small numbers.

\(^t\) The theorem is true for \( \theta = 0 \) and \( \theta = 1 \), but is then included in Theorems 394 and 397.
It is to be observed that \( k \) may be of several of the special forms mentioned in Theorem 400. Thus

\[
6 = 3(3-1) = 7 - 1 = \frac{1}{2}(13-1),
\]

so that 6 is expressible in two ways in the form (ii) and in one in the form (iii). The lower bounds assigned by the theorem are

\[
3^2 = 9, \quad 7^1 = 7, \quad \frac{1}{2}(13-1) = 6, \quad 6 + 1 = 7;
\]

and the first gives the strongest result.

21.7. Sums affected with signs: the number \( v(k) \). It is also natural to consider the representation of an integer \( n \) as the sum of \( s \) members of the set

(21.7.1) \( 0, 1^k, 2^k, ..., -1^k, -2^k, -3^k, ... \),

or in the form

(21.7.2) \( n = \pm x_1^k \pm x_2^k \pm ... \pm x_s^k \).

We use \( v(k) \) to denote the least value of \( s \) for which every \( n \) is representable in this manner.

The problem is in most ways more tractable than Waring’s problem, but the solution is in one way still more incomplete. The value of \( g(k) \) is known for many \( k \), while that of \( v(k) \) has not been found for any \( k \) but 2. The main difficulty here lies in the determination of a lower bound for \( v(k) \); there is no theorem corresponding effectively to Theorem 393 or even to Theorem 394.

**Theorem 401**: \( v(k) \) exists for every \( k \).

It is obvious that, if \( g(k) \) exists, then \( v(k) \) exists and does not exceed \( g(k) \). But the direct proof of the existence of \( w(k) \) is very much easier than that of the existence of \( g(k) \).

We require a lemma.

**Theorem 402**:

\[
\sum_{r=0}^{k-1} (-1)^{k-1-r} \binom{k-1}{r} (x+r)^k = k! x + d,
\]

where \( d \) is an integer independent of \( x \).

The reader familiar with the elements of the calculus of finite differences will at once recognize this as a well-known property of the \((k-1)\)th difference of \( x^k \). It is plain that, if

\[
Q_k(x) = A_k x^k + ...
\]
is a polynomial of degree \( k \), then
\[
\Delta Q_k(x) = Q_k(x+1) - Q_k(x) = kA_k x^{k-1} + \ldots,
\]
\[
\Delta^2 Q_k(x) = k(k-1)A_k x^{k-2} + \ldots,
\]
\[
\Delta^{k-1} Q_k(x) = k! A_k x^1 + d,
\]
where \( d \) is independent of \( x \). The lemma is the case \( Q_k(x) = x^k \). In fact \( d = \frac{1}{2}(k-1)(k!) \), but we make no use of this.

It follows at once from the lemma that any number of the form \( k! x + d \) is expressible as the sum of
\[
\sum_{r=0}^{k-1} \binom{k-1}{r} = 2^{k-1}
\]
numbers of the set (21.7.1); and
\[
n - d = \frac{1}{2} \left( \frac{1}{2} (k-1)(k!) \right) < l \leq \frac{1}{2} (k!)
\]
for any \( n \) and appropriate \( l \) and \( x \). Thus
\[
n = (k! x + d) + l,
\]
and \( n \) is the sum of
\[
2^{k-1} + l \leq 2^{k-1} + \frac{1}{2} (k!)
\]
numbers of the set (21.7.1).

We have thus proved more than Theorem 401, viz.

**Theorem 403:** \( v(k) \leq 2^{k-1} + \frac{1}{2} (k!) \).

**21.8. Upper bounds for \( v(k) \).** The upper bound in Theorem 403 is generally much too large.

It is plain, as we observed in § 21.7, that \( v(k) \leq g(k) \). We can also find an upper bound for \( v(k) \) if we have one for \( G(k) \). For any number from a certain \( N(k) \) onwards is the sum of \( G(k) \) positive \( k \)th powers, and
\[
n + y^k > N(k)
\]
for some \( y \), so that
\[
n = \sum_{i=1}^{G(k)} x_i^k - y^k
\]
and
\[
v(k) \leq G(k) + 1.
\]
This is usually a much better bound than \( g(k) \).

The bound of Theorem 403 can also be improved substantially by more elementary methods. Here we consider only special values of \( k \) for which such elementary arguments give bounds better than (21.8.1).

1. **Squares.** Theorem 403 gives \( v(2) \leq 3 \), which also follows from the identities
\[
2x+1 = (x+1)^2 - x^2
\]
and
\[
2x = x^2 - (x-1)^2 + 1^2.
\]
On the other hand, 6 cannot be expressed by two squares, since it is not the sum of two, and \( x^2 - y^2 = (x-y)(x+y) \) is either odd or a multiple of 4.

**Theorem 404:** 
\[ v(2) = 3. \]

(2) Cubes. Since 
\[ n^3 - n = (n-1)n(n+1) \equiv 0 \pmod{6} \]
for any \( n \), we have 
\[ n = n^3 - 6x = n^3 - (x+1)^3 - (x-1)^3 + 2x^3 \]
for any \( n \) and some integral \( x \). Hence \( v(3) \leq 5 \).

On the other hand, 
\[ y^3 \equiv 0, 1, \text{or} -1 \pmod{9}; \]
and so numbers \( 9m + 4 \) require at least 4 cubes. Hence \( v(3) \geq 4 \).

**Theorem 408:** \( v(3) \) is 4 or 5.

It is not known whether 4 or 5 is the correct value of \( v(3) \). The identity 
\[ 6x = (x+1)^3 + (x-1)^3 - 2x^3 \]
shows that every multiple of 6 is representable by 4 cubes. Richmond and Mordell have given many similar identities applying to other arithmetical progressions. Thus the identity 
\[ 6x + 3 = x^3 - (x-4)^3 + (2x-5)^3 - (2x-4)^3 \]
shows that any odd multiple of 3 is representable by 4 cubes.

(3) Biquadrates. By Theorem 402, we have 
\[ (x + 3)^4 - 3(x + 2)^4 + 3(x + 1)^4 - x^4 = 24x + d \]
(where \( d = 36 \)). The residues of \( 0^4, 1^4, 3^4, 2^4 \) (mod 24) are 0, 1, 9, 16 respectively, and we can easily verify that every residue (mod24) is the sum of 4 at most of 0, ±1, ±9, ±16. We express this by saying that 0, 1, 9, 16 are fourth power residues (mod 24), and that any residue (mod 24) is representable by 4 of these fourth power residues. Now we can express any \( n \) in the form \( n = 24x + d + r \), where \( 0 \leq r < 24 \); and (21.8.2) then shows that any \( n \) is representable by 8 + 4 = 12 numbers ±\( y^4 \). Hence \( v(4) \leq 12 \). On the other hand the only fourth power residues (mod 16) are 0 and 1, and so a number 16\( m + 8 \) cannot be represented by 8 numbers ±\( y^4 \) unless they are all odd and of the same sign. Since there are numbers of this form, e.g. 24, which are not sums of 8 biquadrates, it follows that \( v(4) \geq 9 \).
Theorem 406: \( 9 \leq v(4) \leq 12. \)

4 Fifth powers. In this case Theorem 402 does not lead to the best result; we use instead the identity

\[(x+3)^5 - 2(x+2)^5 + x^5 + (x-1)^5 - 2(x-3)^5 + (x-4)^5 = 720x - 360.\]

A little calculation shows that every residue \((\text{mod } 720)\) can be represented by two fifth power residues. Hence \(v(5) \leq 8+2 = 10.\)

The only fifth power residues \((\text{mod } 11)\) are 0, 1, and -1, and so numbers of the form \(11m \pm 5\) require at least 5 fifth powers.

Theorem 407: \( 5 \leq v(5) \leq 10. \)

21.9. The problem of Prouhet and Tarry: the number \( P(k, j).\)

There is another curious problem which has some connexion with that of §21.8 (though we do not develop this connexion here).

Suppose that the \(a\) and \(b\) are integers and that

\[ S_h = S_h(a) = a_1^h + a_2^h + \ldots + a_k^h = \sum a_i^h; \]

and consider the system of \(k\) equations

\[ S_h(a) = S_h(b) \quad (1 \leq h \leq k). \]

It is plain that these equations are satisfied when the \(b\) are a permutation of the \(a;\) such a solution we call a trivial solution.

It is easy to prove that there are no other solutions when \(s \leq k.\) It is sufficient to consider the case \(s = k.\) Then

\[ b_1 + b_2 + \ldots + b_k, \ b_1^2 + \ldots + b_k^2, \ldots > b_1^k + \ldots + b_k^k \]

have the same values as the same functions of the \(a,\) and therefore the elementary symmetric functions

\[ \sum b_i, \sum b_i b_j, \ldots > b_1 b_2 \ldots b_k \]

have the same values as the same functions of the \(a.\) Hence the \(a\) and the \(b\) are the roots of the same algebraic equation, and the \(b\) are a permutation of the \(a.\)

When \(s > k\) there may be non-trivial solutions, and we denote by \(P(k, 2)\) the least value of \(s\) for which this is true. It is plain first (since there are no non-trivial solutions when \(s \leq k\)) that

\[ P(k, 2) \geq k+1. \]

We may generalize our problem a little. Let us take \(j \geq 2,\) write

\[ S_{hu} = a_{1u}^h + a_{2u}^h + \ldots + a_{su}^h \]

† By Newton’s relations between the coefficients of an equation and the sums of the powers of its roots.
and consider the set of \(k(j-1)\) equations
\[
S_{h1} = S_{h2} = \ldots = S_{h_j} \quad (1 \leq h \leq k).
\]
A non-trivial solution of (21.9.3) is one in which no two sets \(a_{i,u}\) \((1 \leq i \leq s)\) and \(a_i, (1 \leq i \leq s)\) with \(u \neq v\) are permutations of one another. We write \(P(k,j)\) for the least value of \(s\) for which there is a non-trivial solution. Clearly a non-trivial solution of (21.9.3) for \(j \geq 2\) includes a non-trivial solution of (21.9.1) for the same \(s\). Hence, by (21.9.2),

**Theorem 408.** \(P(k,j) \geq P(k,2) \geq k+1\).

In the other direction, we prove that

**Theorem 409:** \(P(k,j) \leq 1/2 k(k+1)+1\).

Write \(s = 1/2 k(k+1)+1\) and suppose that \(n > s! s^k j\). Consider all the sets of integers
\[
a_1, a_2, \ldots, a_s
\]
for which
\[
1 \leq a_r \leq n \quad (1 \leq r \leq s).
\]
There are \(n^s\) such sets.

Since \(1 \leq a \leq n\), we have
\[
s \leq S_h(a) \leq sn^h.
\]
Hence there are at most
\[
\prod_{h=1}^{k} (sn^h - s + 1) < s^{k} n^{1/2k(k+1)} = s^{k} n^{s-1}
\]
different sets
\[
S_1(a), S_2(a), \ldots, S_k(a).
\]
Now
\[
s! j \cdot s^{k} n^{s-1} \leq n^s,
\]
and so at least \(s! j\) of the sets (21.9.4) have the same set (21.9.5). But the number of permutations of \(s\) things, like or unlike, is at most \(s!\), and so there are at least \(j\) sets (21.9.4), no two of which are permutations of one another and which have the same set (21.9.5). These provide a non-trivial solution of the equations (21.9.3) with
\[
s = 1/2 k(k+1)+1.
\]

**21.10. Evaluation of \(P(k,j)\) for particular \(k\) and \(j\).** We prove

**Theorem 410.** \(P(k,j) = k+1\) for \(k = 2, 3, \text{ and } 5 \text{ and all } j\).

By Theorem 408, we have only to prove that \(P(k,j) \leq k+1\) and for this it is sufficient to construct actual solutions of (21.9.3) for any given \(j\).
By Theorem 337, for any fixed \( j \), there is an \( n \) such that

\[
n = c_1^2 + d_1^2 = c_2^2 + d_2^2 = \ldots = c_j^2 + d_j^2,
\]

where all the numbers

\[
c_1, c_2, \ldots, c_j, a_1, \ldots, d_j
\]

are positive and no two are equal. If we put

\[
a_{1u} = c_u, \ a_{2u} = d_u, \ a_{3u} = -c_u, \ a_{4u} = -d_u,
\]

it follows that

\[
S_{1u} = 0, \ S_{2u} = 2n, \ S_{3u} = 0 \quad (1 \leq u \leq j),
\]

and so we have a non-trivial solution of (21.9.3) for \( k = 3, \ s = 4 \). Hence \( P(3, j) \leq 4 \) and so \( P(3, j) = 4 \).

For \( k = 2 \) and \( k = 5 \), we use the properties of the quadratic field \( k(p) \) found in Chapters XIII and XV. By Theorem 255, \( \pi = 3 + \rho \) and \( \bar{\pi} = 3 + \rho^2 \) are conjugate primes with \( \pi \bar{\pi} = 7 \). They are not associates, since

\[
\frac{\pi}{\bar{\pi}} = \frac{\pi^2}{\bar{\pi}^2} = \frac{9 + 6\rho + \rho^2}{7} = \frac{8 + 5\rho}{7},
\]

which is not an integer and so, a fortiori, not a unity. Now let \( u > 0 \) and let

\[
\pi^{2u} = A_u, \ B_u, \rho,
\]

where \( A_u, B_u \) are rational integers. If \( 7 \nmid A_u \), we have

\[
\pi \bar{\pi} \mid A_u, \ \pi \mid A_u, \ \pi \mid B_u, \rho
\]

in \( k(p) \), and

\[
N\pi \mid B_u^2, \ 7 \mid B_u^2, \ 7 \mid B_u
\]

in \( k(1) \). Finally

\[
7 \mid \pi^{2u}, \ \pi \bar{\pi} \mid \pi^{2u}, \ \bar{\pi} \mid \pi^{2u-1}, \ \bar{\pi} \mid \pi
\]

in \( k(p) \), which is false. Hence \( 7 \perp A_u, \) and, similarly, \( 7 \perp B_u \).

If we write

\[
c_u = 7^{j-u}A_u, \quad d_u = 7^{j-u}B_u,
\]

we have

\[
c_u^2 + c_u d_u + d_u^2 = N(c_u - d_u, \rho) = 7^{2j-2u}N \pi^{2u} = 7^{2j}.
\]

Hence, if we put \( a_{1u} = c_u, a_{2u} = d_u, a_{3u} = -(c_u + d_u) \), we have \( S_{1u} = 0 \) and

\[
S_{2u} = c_u^2 + d_u^2 + (c_u + d_u)^2 = 2(c_u^2 + c_u d_u + d_u^2) = 2 \cdot 7^{2j}.
\]

Since at least two of \( (a_{1u}, a_{2u}, a_{3u}) \) are divisible by \( 7^{j-u} \) but not by \( 7^{j-u+1} \), no set is a permutation of any other set and we have a non-trivial solution of (21.9.3) with \( k = 2 \) and \( s = 3 \). Thus \( P(2, j) = 3 \).

For \( k = 5 \), we write

\[
a_{1u} = c_u, \ a_{2u} = a_u, \ a_{3u} = -c_u - d_u, \ a_{4u} = -a_{1u},
\]

\[
a_{5u} = -a_{2u}, \ a_{6u} = -a_{3u}
\]
and have \[ S_{1u} = S_{3u} = S_{5u} = 0, \quad S_{2u} = 4.7^{2j}, \]
\[ S_{4u} = 2(c_u^4 + d_u^4 + (c_u + d_u)^4) = \frac{4}{3}(c_u^2 + c_u d_u + d_u^2)^2 = 4.7^{4j}. \]
As before, we have no trivial solutions and so \( P(5, j) = 6. \)

The fact that, in the last solution for example, \( S_{1u} = S_{3u} = S_{5u} = 0 \)
does not make the solution so special as appears at first sight. For, if \( a_{ru} = A_{ru} \quad (1 \leq r \leq 8, 1 \leq u \leq j) \)
is one solution of \((21.9.3)\), it can easily be verified that, for any \( d, \)
\[ a_{ru} = A_{ru} + d \]
is another such solution. Thus we can readily obtain solutions in which none of the \( S \) is zero.

The case \( j = 2 \) can be handled successfully by methods of little use
for larger \( j \). If \( a_1, a_2, \ldots, a_s, b_1, \ldots, b_5 \) is a solution of \((21.9.1)\), then
\[ (21.10.1) \quad \sum_{i=1}^{s} ((a_i + d)^h + b_i^h) = \sum_{i=1}^{s} (a_i^h + (b_i + d)^h) \quad (1 \leq h \leq k+1) \]
for every \( d \). For we may reduce these to
\[ \sum_{i=1}^{h-1} \binom{h}{l} S_{h-l}(a)d^l = \sum_{i=1}^{h-1} \binom{h}{l} S_{h-l}(b)d^l \quad (2 \leq h \leq k+1) \]
and these follow at once from \((21.9.1)\).

We choose \( d \) to be the number which occurs most frequently as a difference
many terms which occur on both sides of the identity \((21.10.1)\).

We write \([a_1, \ldots, a_s]_k = [b_1, \ldots, b_s]_k\)
to denote that \( S_h(a) = S_h(b) \) for \( 1 \leq h \leq k \).

Then \([0, 3]_1 = [1, 2]_1\).
Using \((21.10.1)\), with \( d = 3 \), we get
\[ [1, 2, 3, 6]_2 = [0, 3, 4, 5]_2, \]
or
\[ [1, 2, 6]_3 = [0, 4, 5]_2. \]

Starting from the last equation and taking \( d = 5 \) in \((21.10.1)\), we obtain
\[ [0, 4, 7, 11]_3 = [1, 2, 9, 10]_3. \]
From this we deduce in succession
\[ [1, 2, 10, 14, 18]_4 = [0, 4, 8, 16, 17]_4 \quad (d = 7), \]
\[ [0, 4, 9, 17, 22]_5 = [1, 2, 12, 14, 25]_5 \quad (d = 8), \]
\[ [1, 2, 12, 13, 24, 30, 35]_6 = [0, 4, 9, 15, 26, 27, 37]_6 \quad (d = 13), \]
\[ [0, 4, 9, 23, 27, 41, 46]_7 = [1, 2, 11, 20, 30, 39, 48]_7 \quad (d = 11). \]
Hence \( P(k, 2) \leq k + 1 \) for \( k \leq 5 \) and for \( k = 7 \).
The example†

\[ [0, 18, 27, 58, 64, 89, 102]_6 = [1, 13, 38, 44, 75, 84, 102]_6, \]

shows that \( P(k, 2) \leq k + 1 \) for \( k = 6 \); and these results, with Theorem 408, give

THEOREM 411. If \( k \leq 7 \), \( P(k, 2) = k+1 \).

21.11. Further problems of Diophantine analysis. We end this chapter by a few unsystematic remarks about a number of Diophantine equations which are suggested by Fermat’s problem of Ch. XIII.

(1) A conjecture of Euler. Can a \( k \)th power be the sum of \( s \) positive \( k \)th powers? Is

\[ x_1^k + x_2^k + \ldots + x_s^k = y^k \]

soluble in positive integers? ‘Fermat’s last theorem’ asserts the impossibility of the equation when \( s = 2 \) and \( k > 2 \), and Euler extended the conjecture to the values 3, 4, ..., \( k-1 \) of \( s \). For \( k = 5, s = 4 \), however, the conjecture is false, since

\[ 27^5 + 84^5 + 1 10^5 + 133^5 = 144^5 \]

The equation

\[ x_1^k + x_2^k + \ldots + x_k^k = y^k \]

has also attracted much attention. The case \( k = 2 \) is familiar.†† When \( k = 3 \) we can derive solutions from the analysis of § 13.7. If we put \( \lambda = 1 \) and \( a = -3b \) in (13.7, 8), and then write \(-\frac{1}{2}q\) for \( b \), we obtain

\[ x = 1 - 9q^3, \ y = -1, \ u = -9q^4, \ v = 9q^4 - 3q; \]

and so, by (13.7, 2),

\[ (9q^4)^3 + (3q - 9q^4)^3 + (1 - 9q^3)^3 = 1. \]

If we now replace \( q \) by \( \xi / \eta \) and multiply by \( \eta^{12} \), we obtain the identity

\[ (9\xi^4)^3 + (3\xi^3 - 9\xi^4)^3 + (\eta^4 - 9\xi^3 \eta)^3 = (\eta^4)^3. \]

All the cubes are positive if

\[ 0 < \xi < 9^{-\frac{1}{3}} \eta, \]

† This may be proved by starting with

\[ [1, 8, 12, 15, 20, 23, 27, 34]_1 = [0, 7, 11, 17, 18, 24, 28, 33], \]

and taking \( d = 7, 11, 13, 17, 19 \) in succession.

†† See § 13.2.
so that any twelfth power $\eta^{12}$ can be expressed as a sum of three positive cubes in at least $[9^{-\frac{1}{3}}\eta]$ ways.

When $k > 3$, little is known. A few particular solutions of (21.11.2) are known for $k = 4$, the smallest of which is

\[(21.11.15) \quad 30^4 + 120^4 + 272^4 + 315^4 = 353^4.\]

For $k = 5$ there are an infinity included in the identity

\[(21.11.6) \quad (75y^5 - x^5) + (x^5 + 25y^5)^5 + (x^5 - 25y^5)^5 + (10x^3y^2)^5 + (50xy^4)^5 = (x^5 + 75y^5)^5.\]

All the powers are positive if $0 < 25y^5 < x^5 < 75y^5$. No solution is known with $k \geq 6$.

(2) Equal sums of two $k$th powers. Is

\[(21.11.7) \quad x_1^k + y_1^k = x_2^k + y_2^k\]

soluble in positive integers? More generally, is

\[(21.11.8) \quad x_1^k + y_1^k = x_2^k + y_2^k = \ldots = x_r^k + y_r^k\]

soluble for given $k$ and $r$?

The answers are affirmative when $k = 2$, since, by Theorem 337, we can choose $n$ so as to make $r(n)$ as large as we please. We shall now prove that they are also affirmative when $k = 3$.

**Theorem 412.** Whatever $r$, there are numbers which are representable as sums of two positive cubes in at least $r$ different ways.

We use two identities, viz.

\[(21.11.9) \quad X^3 - Y^3 = x_1^3 + y_1^3\]

if

\[(21.11.10) \quad X = \frac{x_1(x_1^3 + 2y_1^3)}{x_1^3 - y_1^3}, \quad Y = \frac{y_1(2x_1^3 + y_1^3)}{x_1^3 - y_1^3},\]

and

\[(21.11.11) \quad x_2^3 + y_2^3 = X^3 - Y^3\]

if

\[(21.11.12) \quad x_2 = \frac{X(x_2^3 - Y^3)}{X^3 + Y^3}, \quad Y = \frac{Y(2X^3 - Y^3)}{X^3 + Y^3}.\]

† The identity

\[(4x^4 - y^4)^4 + 2(4x^3y)^4 + 2(2xy^3)^4 = (4x^4 + y^4)^4\]

gives an infinity of biquadrates expressible as sums of 5 biquadrates (with two equal pairs); and the identity

\[(x^4 - y^4)^4 + (2xy + y^3)^4 + (2xy + x^3)^4 = (x^2 + xy + y^2)^4\]

gives an infinity of solutions of

\[x_1^4 + x_2^4 + x_3^4 = y_1^4 + y_2^4\]

(all with $y_1 = y_2$).
Each identity is an obvious corollary of the other, and either may be deduced from the formulae of § 13.7.t From (21.11.9) and (21.11.11) it follows that

\[(21.11.13) \quad x_1^3 + y_1^3 = x_2^3 + y_2^3.\]

Here \(x_2, y_2\) are rational if \(x_1, y_1\) are rational.

Suppose now that \(r\) is given, that \(x_1\) and \(y_1\) are rational and positive and that

\[\frac{x_1}{4^{r-1}y_1}\]

is large. Then \(X, Y\) are positive, and \(X / Y\) is nearly \(x_1/2y_1\); and \(x_2, y_2\) are positive and \(x_2/y_2\) is nearly \(X/2Y\) or \(x_1/4y_1\).

Starting now with \(x_2, y_2\) in place of \(x_1, y_1\), and repeating the argument, we obtain a third pair of rationals \(x_3, y_3\) such that

\[x_1^3 + y_1^3 = x_2^3 + y_2^3 = x_3^3 + y_3^3\]

and \(x_3/y_3\) is nearly \(x_1/4^2y_1\). After \(r\) applications of the argument we obtain

\[x_1^3 + y_1^3 = x_2^3 + y_2^3 = \ldots = x_r^3 + y_r^3,\]

all the numbers involved being positive rationals, and

\[\frac{x_1}{y_1}, \frac{4x_2}{y_2}, \frac{4^2x_3}{y_3}, \ldots, 4^{r-1}\frac{x_r}{y_r}\]

all being nearly equal, so that the ratios \(x_s/y_s\) (\(s = 1, 2, \ldots, r\)) are certainly unequal. If we multiply (21.11.14) by \(6\), where \(l\) is the least common multiple of the denominators of \(x_1, y_1, \ldots, x_r, y_r\), we obtain an integral solution of the system (21.11.14).

Solutions of

\[x_1^4 + y_1^4 = x_2^4 + y_2^4\]

can be deduced from the formulae (13.7.11); but no solution of

\[x_1^4 + y_1^4 = x_2^4 + y_2^4 = x_3^4 + y_3^4\]

is known. And no solution of (21.11.7) is known for \(k \geq 5\).

Swinnerton-Dyer has found a parametric solution of

\[x_1^5 + x_2^5 + x_3^5 = y_1^5 + y_2^5 + y_3^5\]

which yields solutions in positive integers. A numerical solution is

\[49^5 + 75^5 + 107^5 = 39^5 + 92^5 + 100^5.\]

† If we put \(a = b\) and \(\lambda = 1\) in (13.7.8), we obtain

\[x = 8a^3 + 1, \quad y = 16a^2 - 1, \quad u = 4a - 16a^4, \quad v = 2a + 16a^4;\]

and if we replace \(a\) by \(kq\) and use (13.7.2), we obtain

\[(q^4 - 2q)^3 + (2q^3 - 1)^3 = (q^4 + q)^3 - (q^3 + 1)^3,\]

an identity equivalent to (21.11.11).
The smallest result of this kind for sixth powers is

\[(21.11.17) \quad 3^6 + 19^6 + 22^6 = 10^6 + 15^6 + 23^6.\]

NOTES ON CHAPTER XXI

A great deal of work has been done on Waring's problem during the last fifty years, and it may be worth while to give a short summary of the results. We have already referred to Waring's original statement, to Hilbert's proof of the existence of \(g(k)\), and to the proof that \(g(3) = 9\) [Wieferich, \textit{Math. Annalen}, 66 (1909), 99-101; corrected by Kempner, ibid. 72 (1912), 387-97].

Landau [ibid. 66 (1909), 102-5] proved that \(g(3) \leq 8\) and it was not until 1942 that Linnik [\textit{Comptes Rendus (Doklady) Acad. Sci. USSR}, 35 (1942), 162] announced a proof that \(g(3) < 7\). Dickson [\textit{Bull. Amer. Math. Soc.} 45 (1939) 588-91] showed that 8 cubes suffice for all but 23 and 239. See G. L. Watson, \textit{Math. Gazette}, 37 (1953), 209-11, for a simple proof that \(g(3) \leq 8\) and \textit{Journ. London Math. Soc.} 26 (1951), 153-6 for one that \(g(3) \leq 7\) and for further references. After Theorem 394, \(g(3) \geq 4\), so that \(g(3)\) is 4, 5, 6, or 7; it is still uncertain which, though the evidence of tables points very strongly to 4 or 5. See Western, ibid. 1 (1926), 244-50.

Hardy and Littlewood, in a series of papers under the general title 'Some problems of partitio numerorum', published between 1920 and 1928, developed a new analytic method for the study of Waring's problem. They found upper bounds for \(G(k)\) for any \(k\), the first being

\[(k-2)2^{k-1}+5,\]

and the second a more complicated function of \(k\) which is asymptotic to \(k2^{k-2}\) for large \(k\). In particular they proved that

(a) \(G(4) \leq 19\), \(G(5) \leq 41\), \(G(6) \leq 87\), \(G(7) \leq 193\), \(G(8) \leq 425\).

Their method did not lead to any new result for \(G(3)\); but they proved that 'almost all' numbers are sums of 5 cubes.

Davenport, \textit{Acta Math.} 71 (1939), 123-43, has proved that almost all are sums of 4. Since numbers \(9m+4\) require at least 4 cubes, this is the final result.

Hardy and Littlewood also found an asymptotic formula for the number of representations for \(n\) by \(g\) \(k\)th powers, by means of the so-called 'singular series'. Thus \(r_{21}(n)\), the number of representations of \(n\) by 21 biquadrates, is approximately

\[
\frac{(2\Gamma(\frac{3}{4}))^{21}}{\Gamma(\frac{41}{4})} n^{\frac{17}{2}} \left(1 + 1.331 \cos\left(\frac{1}{4}np + \frac{1}{4}n\pi\right) + 0.379 \cos\left(\frac{3}{4}n\pi - \frac{1}{4}n\pi\right) + \ldots\right)
\]

(the later terms of the series being smaller). There is a detailed account of all this work (except on its 'numerical' side) in Landau, \textit{Vorlesungen}, i. 235-339.

As regards \(g(k)\), the best results known, up to 1933, for small \(k\), were

\[g(4) \leq 37, \quad g(5) \leq 58, \quad g(6) \leq 478, \quad g(7) \leq 3806, \quad g(8) \leq 31353\]

(due to Wieferich, Baer, Baer, Wieferich, and Kempner respectively). All these had been found by elementary methods similar to those used in §§ 21.1-4. The results of Hardy and Littlewood made it theoretically possible to find an upper bound for \(g(k)\) for any \(k\), though the calculations required for comparatively large \(k\) would have been impracticable. James, however, in a paper published in \textit{Tram. Amer. Math. Soc.} 36 (1934), 395-444, succeeded in proving that

(b) \(g(6) \leq 183, \quad g(7) \leq 322, \quad g(8) \leq 595\).

He also found bounds for \(g(9)\) and \(g(10)\).
The more recent work of Vinogradov has made it possible to obtain much more satisfactory results. Vinogradov’s earlier researches on Waring’s problem had been published in 1924, and there is an account of his method in Landau, Vorlesungen, i. 340–58. The method then used by Vinogradov resembled that of Hardy and Littlewood in principle, but led more rapidly to some of their results and in particular to a comparatively simple proof of Hilbert’s theorem. It could also be used to find an upper bound for \( g(k) \), and in particular to prove that
\[
\lim_{k \to \infty} \frac{g(k)}{k^{2^{k-1}}} < 1.
\]

In his later work Vinogradov made very important improvements, based primarily on a new and powerful method for the estimation of certain trigonometrical sums, and obtained results which are, for large \( k \), far better than any known before. Thus he proved that
\[(c) \quad G(k) \leq 6k \log k + (4 + \log 216)k; \]
so that \( G(k) \) is at most of order \( \log k^k \). Vinogradov’s proof was afterwards simplified considerably by Heilbronn [Acta arithmetica, 1 (1936), 212–21], who improved (c) to
\[(d) \quad G(k) \leq 6k \log k + \left(4 + 3\log \left(3 + \frac{2}{k}\right)\right)k + 3.\]

It follows from (d) that
\[
G(4) \leq 67, \quad G(5) \leq 89, \quad G(6) \leq 113, \quad G(7) \leq 137, \quad G(8) \leq 163.
\]
These inequalities are inferior to (a) for \( k = 4, 5, \) or \( 6 \); but better when \( k > 6 \) (and naturally far better for large values of \( k \)).

More has been proved since concerning the cases \( k = 4, 5, \) and \( 6 \); in particular, the value of \( G(4) \) is now known. Davenport and Heilbronn [Proc. London Math. Soc. (2) 41 (1936), 143–50] and Estermann (ibid. 126–42) proved independently that \( G(4) \leq 17 \). Finally Davenport [Annals of Math. 40 (1939), 731–47] proved that \( G(4) \leq 16 \), so that, after Theorem 395, \( G(4) = 16 \); and that any number not congruent to 14 or 15 (mod 16) is a sum of 14 biquadrates. He also proved [Amer. Journal of Math. 64 (1942), 199–207] that \( G(5) \leq 23 \) and \( G(6) \leq 36 \); Hua had proved that \( G(5) \leq 28 \), and Estermann [Acta arithmetica, 2 (1937), 197–211] a result of which \( G(6) \leq 42 \) is a particular case.

It was conjectured by Hardy and Littlewood that
\[
G(k) \leq 2k + 1,
\]
except when \( k = 2^m \) and \( m > 1 \), when \( G(k) = 4k \); but the truth or falsity of these conjectures is still undecided, except for \( k = 2 \) and \( k = 4 \).

Vinogradov’s work has also led to very remarkable results concerning \( g(k) \). If we know that \( G(k) \) does not exceed some upper bound \( d(k) \), so that numbers greater than \( C(k) \) are representable by \( G(k) \) or fewer \( k \)th powers, then the way is open to the determination of an upper bound for \( g(k) \). For we have only to study the representation of numbers up to \( C(k) \), and this is logically, for a given \( k \), a question of computation. It was thus that James determined the bounds set out in (b); but the results of such work, before Vinogradov’s, were inevitably unsatisfactory, since the bounds (a) for \( G(k) \) found by Hardy and Littlewood are (except for quite small values of \( k \)) much too large, and in particular larger than the lower bounds for \( g(k) \) given by Theorem 393.
If

\[ g(k) = 2^k + \left\lfloor \frac{\lambda}{3} \right\rfloor \]

is the lower bound for \( g(k) \) assigned by Theorem 393, and if, for the moment, we take \( \tilde{G}(k) \) to be the upper bound for \( G(k) \) assigned by (d), then \( g(k) \) is of much higher order of magnitude than \( G(k) \). Theorem 393 gives

\[ g(4) \geq 19, \quad g(5) \geq 37, \quad g(6) \geq 73, \quad g(7) \geq 143, \quad g(8) \geq 279; \]

and \( g(k) > G(k) \) for \( k \geq 7 \). Thus if \( k \geq 7 \), if all numbers from \( C(k) \) on are representable by \( \tilde{G}(k) \) powers, and all numbers below \( C(k) \) by \( g(k) \) powers, then

\[ g(k) = g(k). \]

And it is not necessary to determine the \( C(k) \) corresponding to this particular \( G(k) \); it is sufficient to know the \( C(k) \) corresponding to any \( \tilde{G}(k) \leq g(k) \), and in particular to \( C(k) = g(k) \).

This type of argument has led to an 'almost complete' solution of the original form of Waring's problem. The first, and deepest, part of the solution rests on an adaptation of Vinogradov's method. The second depends on an ingenious use of a 'method of ascent', a simple case of which appears in the proof, in § 21.3, of Theorem 390.

Let us write

\[ A = \left\lfloor \left(\frac{\lambda}{3}\right)^k \right\rfloor, \quad B = 3^k - 2^k A, \quad D = \left\lfloor \left(\frac{\lambda}{3}\right)^k \right\rfloor. \]

The final result is that

(e) \[ g(k) = 2^k + A - 2 \]

for all \( k \) for which \( k \geq 5 \) and

(f) \[ B \leq 2^k - A - 2. \]

In this case the value of \( g(k) \) is fixed by the number

\[ n = 2^k A - 1 = (A - 1) 2^k + (2^k - 1). 1^k \]

used in the proof of Theorem 393, a comparatively small number representable only by powers of 1 and 2. The condition (f) is satisfied for \( 4 \leq k \leq 20000 \) [Stemmler, Math. Computation 18 (1964), 144–6] and may well be true for all \( k > 3 \).

It is known that \( B \neq 2^k - A - 1 \) and that \( B \neq 2^k - A \) (except for \( k = 1 \)). If \( B \geq 2^k - A + 1 \), the formula for \( g(k) \) is different. In this case,

\[ g(k) = 2^k + A + D - 3 \text{ if } 2^k < AD + A + D \]

and

\[ g(k) = 2^k + A + D - 2 \text{ if } 2^k = AD + A + D. \]

It is readily shown that \( 2^k \leq AD + A + D \).

Most of these results were found independently by Dickson (Amer. Journal of Math. 58 (1936), 521-9, 530-5] and Pillai (Journal Indian Math. Soc. (2) 2 (1936), 16-44, and Proc. Indian Acad. Sci. (A), 4 (1936), 261]. They were completed by Pillai (ibid. 12 (1940), 30-40] who proved that \( g(6) = 73 \), by Rubugunday [Journal Indian Math. Soc. (2) 6 (1942), 192–8] who proved that \( B \neq 2^k - A \), by Niven (Amer. Journal of Math. 66 (1944), 137–43] who proved (e) when \( B = 2^k - A - 2 \), a case previously unsolved, and by Jing-run Chen [Chinese Math.-Acta 6 (1965), 105–27] who proved that \( g(5) = 37 \).

The solution is now complete except for \( k = 4 \), and for the uncertainty whether (f) can be false for any \( k \). The best-known inequality for \( 4 \) is

\[ 19 < g(4) < 35. \]
the upper bound here is due to Dickson [Bull. American Math. Soc. 39 (1933), 701–27].

It will be observed that (except when \( k = 4 \)) there is much more uncertainty about the value of \( C(k) \) than about that of \( g(k) \); the most striking case is \( k = 3 \). This is natural, since the value of \( G(k) \) depends on the deeper properties of the whole sequence of integers, and that of \( g(k) \) on the more trivial properties of special numbers near the beginning.

§ 21.1. Liouville proved, in 1859, that \( g(4) \leq 53 \). This upper bound was improved gradually until Wieferich, in 1909, found the upper bound \( 37 \) (the best result arrived at by elementary methods). We have already referred to Dickson’s later proof that \( g(4) \leq 35 \).

References to the older literature relevant to this and the next few sections will be found in Bachmann. Niedere Zahlentheorie, ii. 328-48, or Dickson. History, ii, ch. xxv.

§§ 21.2-3. See the note on § 20.1 and the historical note which precedes.

§ 21.4. The proof for \( g(6) \) is due to Fleck. Maillet proved the existence of \( g(8) \) by a more complicated identity than (21.4.2); the latter is due to Hurwitz.

Schur found a similar proof for \( g(10) \).

§ 21.5. The special numbers \( \eta \) considered here were observed by Euler (and probably by Waring).

§ 21.6. Theorem 394 is due to Maillet and Hurwitz, and Theorems 395 and 396 to Kempner. The other lower bounds for \( G(k) \) were investigated systematically by Hardy and Littlewood, Proc. London Math. Soc. (2) 28 (1928), 618-42.

§§ 21.7-8. For the results of these sections see Wright, Journal London Math. Soc. 9 (1934), 267-72, where further references are given; Mordell, ibid. 11 (1936), 208-18; and Richmond, ibid. 12 (1937), 206.

Hunter, Journal London Math. Soc. 16 (1941), 177-9 proved that \( 9 \leq w(4) \leq 10 \); we have incorporated in the text his simple proof that \( v(4) \geq 9 \).

§§ 21.9-10. Prouhet [Comptes Rendus Paris, 33 (1851), 225] found the first non-trivial result in this problem. He gave a rule to separate the first \( j^{k+1} \) positive integers into \( j \) sets of \( j^k \) members, which provide a solution of (21.9.3) with \( z = j^k \).


Theorem 408 is due to Bastien [Sphinx-Oedipe 8 (1913), 171–2] and Theorem 409 to Wright [Bull. American Math. Soc. 54 (1948), 755–7].


A. Létac found the examples

\[ [1, 25, 31, 84, 87, 134, 158, 182, 198]_8 \]

\[ = [2, 18, 42, 66, 113, 116, 169, 175, 199]_8 \]

and

\[ [\pm 12, \pm 11881, \pm 20231, \pm 20885, \pm 23738]_8 \]

\[ = [\pm 436, \pm 11857, \pm 20449, \pm 20667, \pm 23750]_8 \]

which show that \( P(k, 2) = k+1 \) for \( k = 8 \) and \( k = 9 \). See A. Létac, Gaz&Matematica 48 (1942), 68-69, and A. Gloden, loc. cit.

§ 21.11. The most important result in this section is Theorem 412. The rela-
tions (21.11.9)-(21.11.12) are due to Viète; they were used by Fermat to find solutions of (21.11.14) for any \( r \) (see Dickson, *History*, ii. 550-I). Fermat assumed without proof that all the pairs \( x_s, y_s \) \((s = 1, 2, ..., r)\) would be different. The first complete proof was found by Mordell, but not published.

Of the other identities and equations which we quote, (21.11.4) is due to Gérardin ([*L'intermédiaire des math.* 19 (1912), 7] and the corollary to Mahler ([*Journal London Math. Soc.* 11 (1936), 136–8], (21.11.6) to Sastry [ibid. 9 (1934), 242–6], the parametric solution of (2 1.11.15) to Swinnerton-Dyer ([*Proc. Cambridge Phil. Soc.* 48 (1952), 516–8], (21.11.16) to Moessner [Proc. Ind. Math. Soc. A 10 (1939), 296–306], (21.11.17) to Subba Rao ([*Journal London Math. Soc.* 9 (1934), 172–3], and (21.11.5) to Norrie. Patterson found a further solution and Leech 6 further solutions of (21.11.2) for \( k = 4 \) [Bull. Amer. Math. Soc. 48 (1942), 736 and *Proc. Cambridge Phil. Soc.* 54 (1958), 554–5]. The identities quoted in the footnote to p. 333 were found by Fauquembergue and Gérardin respectively. For detailed references to the work of Norrie and the last two authors and to much similar work, see Dickson, *History*, ii. 650–4. Lander and Parkin ([*Math. Computation* 21 (1967), 101–3] found the result which disproves Euler’s conjecture for \( k = 5, 8 = 4 \).
XXII

THE SERIES OF PRIMES (3)

22.1. The functions \( \vartheta(x) \) and \( \psi(x) \). In this chapter we return to the problems concerning the distribution of primes of which we gave a preliminary account in the first two chapters. There we proved nothing except Euclid’s Theorem 4 and the slight extensions contained in §§ 2.1-6. Here we develop the theory much further and, in particular, prove Theorem 6 (the Prime Number Theorem). We begin, however, by proving the much simpler Theorem 7.

Our proof of Theorems 6 and 7 depends upon the properties of a function \( \psi(x) \) and (to a lesser extent) of a function \( \vartheta(x) \). We write†

\[
\vartheta(x) = \sum_{p \leq x} \log p = \log \prod_{p \leq x} p
\]

and

\[
\psi(x) = \sum_{p^m \leq x} \log p = \sum_{n \leq x} \Lambda(n)
\]

(in the notation of § 17.7). Thus

\[
\psi(10) = 3 \log 2 + 2 \log 3 + \log 5 + \log 7,
\]

there being a contribution \( \log 2 \) from 2, 4, and 8, and a contribution \( \log 3 \) from 3 and 9. If \( p^m \) is the highest power of \( p \) not exceeding \( x \), \( \log p \) occurs \( m \) times in \( \psi(x) \). Also \( p^m \) is the highest power of \( p \) which divides any number up to \( x \), so that

\[
\psi(x) = \log U(x),
\]

where \( U(x) \) is the least common multiple of all numbers up to \( x \). We can also express \( \psi(x) \) in the form

\[
\psi(x) = \sum_{p \leq x} \left\lfloor \frac{\log x}{\log p} \right\rfloor \log p.
\]

The definitions of \( \vartheta(x) \) and \( \psi(x) \) are more complicated than that of \( \pi(x) \), but they are in reality more ‘natural’ functions. Thus \( \psi(x) \) is, after (22.1.2), the ‘sum function’ of \( \Lambda(n) \), and \( \Lambda(n) \) has (as we saw in § 17.7) a simple generating function. The generating functions of \( \vartheta(x) \), and still more of \( \pi(x) \), are much more complicated. And even the arithmetical definition of \( \psi(x) \), when written in the form (22.1.3), is very elementary and natural.

† Throughout this chapter \( x \) (and \( y \) and \( t \)) are not necessarily integral. On the other hand, \( m, n, h, k \), etc., are positive integers and \( p \), as usual, is a prime. We suppose always that \( x \geq 1 \).
Since \( p^2 \leq x, \) \( p^3 \leq x, \ldots \) are equivalent to \( p \leq x^1, \) \( p \leq x^i, \ldots, \) we have

\[
\psi(x) = \Theta(x) + \Theta(x^3) + \Theta(x^4) + \ldots = \sum \Theta(x^{1/m}).
\]

The series breaks off when \( x^{1/m} < 2, \) i.e., when

\[
m > \frac{\log x}{\log 2}.
\]

It is obvious from the definition that \( \Theta(x) < x \log x \) for \( x \geq 2. \) *A fortiori*

\[
\Theta(x^{1/m}) < x^{1/m} \log x < x^i \log x
\]

if \( m \geq 2; \) and

\[
\sum_{m \geq 2} \Theta(x^{1/m}) = O(x^i (\log x)^2),
\]

since there are only \( O(\log x) \) terms in the series. Hence

**Theorem 413:** \( \psi(x) = \Theta(x) + O(x^i (\log x)^2). \)

We are interested in the order of magnitude of the functions. Since

\[
\pi(x) = \sum_{p \leq x} 1, \quad \Theta(x) = \sum_{p \leq x} \log p,
\]

it is natural to expect \( \Theta(x) \) to be `about \( \log x \) times’ \( \pi(x) \). We shall see later that this is so. We prove next that \( \Theta(x) \) is of order \( x, \) so that Theorem 413 tells us that \( \psi(x) \) is `about the same as’ \( \Theta(x) \) when \( x \) is large.

### 22.2. Proof that \( \Theta(x) \) and \( \psi(x) \) are of order \( x. \)

We now prove

**Theorem 414.** The functions \( \Theta(x) \) and \( \psi(x) \) are of order \( x: \)

\[
(22.2.1) \quad Ax < \Theta(x) < As, \quad Ax < \psi(x) < Ax \quad (x \geq 2).
\]

It is enough, after Theorem 413, to prove that

\[
(22.2.2) \quad \Theta(x) < Ax
\]

and

\[
(22.2.3) \quad \psi(x) > Ax \quad (x \geq 2).
\]

In fact, we prove a result a little more precise than (22.2.2), viz.

**Theorem 415:** \( \Theta(n) < 2n \log 2 \) for all \( n \geq 1. \)

By Theorem 73,

\[
M = \frac{(2m+1)!}{m!} \frac{(2m+1)(2m+2)(m+2)}{m!}
\]

is an integer. It occurs twice in the binomial expansion of \( (1 + 1)^{2m+1} \) and so \( 2M < 2^{2m+1} \) and \( M < 2^{2m}. \)

If \( m+1 < p \leq 2m+1, \) \( p \) divides the numerator but not the denominator of \( M. \) Hence

\[
\left( \prod_{m+1 < p \leq 2m+1} p \right) | M
\]

and

\[
\Theta(2m+1) - \Theta(m+1) = \sum_{m+1 < p \leq 2m+1} \log p \leq \log M < 2m \log 2.
\]
Theorem 415 is trivial for \( n = 1 \) and for \( n = 2 \). Let us suppose it true for all \( n < n_0 - 1 \). If \( n_0 \) is even, we have
\[
\delta(n_0) = \delta(n_0 - 1) < 2(n_0 - 1)\log 2 < 2n_0 \log 2.
\]
If \( n_0 \) is odd, say \( n_0 = 2m + 1 \), we have
\[
\delta(n_0) = \delta(2m + 1) = \delta(2m + 1) - \delta(m + 1) + \delta(m + 1)
< 2m \log 2 + 2(m + 1)\log 2
= 2(2m + 1)\log 2 = 2n_0 \log 2,
\]
since \( m+1 < n \). Hence Theorem 415 is true for \( n = n_0 \) and so, by induction, for all \( n \). The inequality (22.2.2) follows at once.

We now prove (22.2.3). The numbers 1, 2, \ldots, \( n \) include just \( \left\lfloor \frac{n}{p} \right\rfloor \) multiples of \( p \), just \( \left\lfloor \frac{n}{p^2} \right\rfloor \) multiples of \( p^2 \), and so on. Hence

**Theorem 416:**
\[
n! = \prod_p p^{j(n, p)},
\]
where
\[
j(n, p) = \sum_{m \geq 1} \left\lfloor \frac{n}{p^m} \right\rfloor.
\]

We write
\[
N = \frac{(2n)!}{(n!)^2} = \prod_{p \leq 2n} p^{k_p},
\]
so that, by Theorem 416,
\[
(22.2.4) \quad k_p = \sum_{m = 1}^{\infty} \left( \left\lfloor \frac{2n}{p^m} \right\rfloor - 2 \left\lfloor \frac{n}{p^m} \right\rfloor \right).
\]

Each term in round brackets is 1 or 0, according as \( \left\lfloor \frac{2n}{p^m} \right\rfloor \) is odd or even. In particular, the term is 0 if \( p^m > 2n \). Hence
\[
(22.2.5) \quad k_p \leq \left\lfloor \frac{\log 2n}{\log p} \right\rfloor
\]
and
\[
\log N = \sum_{p \leq 2n} k_p \log p \leq \sum_{p \leq 2n} \left\lfloor \frac{\log 2n}{\log p} \right\rfloor \log p = \psi(2n)
\]
by (22.1.4). But
\[
(22.2.6) \quad N = \frac{(2n)!}{(n!)^2} = \frac{n+1}{1} \cdot \frac{n+2}{2} \cdots \frac{2n}{n} \geq 2^n
\]
and so
\[
\psi(2n) \geq n \log 2.
\]

For \( x \geq 2 \), we put \( n = \left\lfloor \frac{1}{2} x \right\rfloor \geq 1 \) and have
\[
\psi(x) \geq \psi(2n) \geq n \log 2 \geq \frac{1}{4} x \log 2,
\]
which is (22.2.3).
22.3. Bertrand’s postulate and a ‘formula’ for primes. From Theorem 414, we can deduce

**Theorem 417.** There is a number $B$ such that, for every $x > 1$, there is a prime $p$ satisfying

$$x < p < Bx.$$  

For, by Theorem 414,

$$C_1 x < \theta(x) < C_2 x \quad (x \geq 2)$$

for some fixed $C_1, C_2$. Hence

$$\theta(C_2 x/C_1) > C_1(C_2 x/C_1) = C_2 x > \theta(x)$$

and so there is a prime between $x$ and $C_2 x/C_1$. If we put $B = \max(C_2/C_1, 2)$, Theorem 417 is immediate.

We can, however, refine our argument a little to prove a more precise result.

**Theorem 418 (Bertrand’s Postulate).** If $n > 1$, there is at least one prime $p$ such that

$$n < p < 2n;$$

that is, $ip$, is the $r$-th prime,

$$Pr+1 < 2p_r,$$

for every $r$.

The two parts of the theorem are clearly equivalent. Let us suppose that, for some $n > 2^n = 512$, there is no prime satisfying (22.3.1). With the notation of §22.2, let $p$ be a prime factor of $N$, so that $k_p \geq 1$. By our hypothesis, $p \leq n$. If $\frac{2n}{3} < p \leq n$, we have

$$2p < 2n < 3p, \quad p^2 > \frac{4}{3}n^2 > 2n$$

and (22.2.4) becomes

$$k_p = \left[\frac{2n}{p}\right] - 2\left[\frac{n}{p}\right] = 2 - 2 = 0.$$  

Hence $p \leq \frac{2n}{3}$ for every prime factor $p$ of $N$ and so

$$\sum_{p|N} \log p \leq \sum_{p \leq 4n} \log p = \theta(\frac{8}{3}n) \leq \frac{4}{3}n \log 2$$

by Theorem 415.

Next, if $k_p \geq 2$, we have by (22.2.5)

$$210n p \leq k_p \log p \leq \log(2n), \quad P \leq \sqrt{2n}$$

and so there are at most $\sqrt{(2n)}$ such values of $p$. Hence

$$\sum_{k_p \geq 2} k_p \log p \leq \sqrt{(2n)} \log(2n),$$

and so

$$\log N \leq \sum_{k_p \geq 2} \log p + \sum_{k_p \geq 2} k_p \log p \leq \sum_{p|N} \log p + \sqrt{(2n)} \log(2n)$$

and

$$\leq \frac{8}{3} n \log 2 + \sqrt{(2n)} \log(2n)$$

by (22.3.3)

On the other hand, $N$ is the largest term in the expansion of $2^{2n} = (1 + 1)^{2n}$, so that

$$2^{2n} = 2 + \binom{2n}{1} + \binom{2n}{2} + \cdots + \binom{2n}{2n-1} \leq 2nN.$$
Hence, by (22.3.4),

$$2n \log 2 \leq \log(2n) + \log N \leq \frac{3}{2}n \log 2 + (1 + \sqrt{2n}) \log(2n),$$

which reduces to

(22.3.5)  \hspace{1cm} 2n \log 2 \leq 3(1 + \sqrt{2n}) \log(2n).

We now write

$$\zeta = \frac{\log(n/512)}{10 \log 2} > 0,$$

so that \(2n = 2^{10(1 + \zeta)}\). Since \(n > 512\), we have \(\zeta > 0\). (22.3.5) becomes

$$2^{10(1 + \zeta)} \leq 30(2^{5+5\zeta} + 1)(1 + \zeta),$$

whence

$$255 \leq 30 \cdot 2^{-5}(1 + 2^{-5-5\zeta})(1 + \zeta) < (1 - 2^{-5})(1 + 2^{-5})(1 + \zeta) < 1 + \zeta,$$

But

$$2^{5\zeta} = \exp(5\zeta \log 2) > 1 + 5\zeta \log 2 > 1 + \zeta,$$

a contradiction. Hence, if \(n > 512\), there must be a prime satisfying (22.3.1).

Each of the primes

$$2, 3, 5, 7, 13, 23, 43, 83, 163, 317, 631$$

is less than twice its predecessor in the list. Hence one of them, at least, satisfies (22.3.1) for any \(n \leq 630\). This completes the proof of Theorem 418.

We prove next

**Theorem 419.** If

$$\alpha = \sum_{m=1}^{\infty} p_m \cdot 10^{-2^m} = .02030005000000070...,\$$

we have

(22.3.6)  \hspace{1cm}  \hspace{1cm}  p_n = [10^{2n} \alpha] - 10^{2n-1}[10^{2n-1} \alpha].

By (2.2.2),

$$p_m < 2^{2^m} = 4^{2^m-1}$$

and so the series for \(\alpha\) is convergent. Again

$$0 < 10^{2n} \sum_{m=n+1}^{\infty} p_m \cdot 10^{-2^m} < \sum_{m=n+1}^{\infty} 4^{2^m-1} \cdot 10^{-2^m-1} = \sum_{m=n+1}^{\infty} (\frac{5}{3})^{2^m-1} < (\frac{5}{3})^{2n} \cdot \frac{1}{(1 - \frac{1}{3})} < \frac{4^5}{15} < 1.$$

Hence

$$[10^{2n} \alpha] = 10^{2n} \sum_{m=1}^{n} p_m \cdot 10^{-2^m}$$

and, similarly,

$$[10^{2n-1} \alpha] = 10^{2n-1} \sum_{m=1}^{n-1} p_m \cdot 10^{-2^m}.$$

It follows that

$$[10^{2n} \alpha] - 10^{2n-1}[10^{2n-1} \alpha] = 10^{2n} \left( \sum_{m=1}^{n} p_m \cdot 10^{-2^m} - \sum_{m=1}^{n-1} p_m \cdot 10^{-2^m} \right) = p_n.$$

Although (22.3.6) gives a 'formula' for the nth prime \(p_n\), it is not a very useful one. To calculate \(p_n\) from this formula, it is necessary to know the value of \(\alpha\) correct to \(2^n\) decimal places; and to do this, it is necessary to know the values of \(p_1, p_2, ..., p_n\).
There are a number of similar formulae which suffer from the same defect. Thus, let us suppose that \( r \) is an integer greater than one. We have then

\[
p_n \leq r^n
\]

by (22.3.2). (Indeed, for \( r \geq 4 \), this follows from Theorem 20.) Hence we may write

\[
\alpha_r = \sum_{m=1}^{\infty} p_m r^{-m^3}
\]

and we can deduce that

\[
p_n = [r^{n^2} \alpha_r] - r^{2n-1}[r^{(n-1)^2} \alpha_r]
\]

by arguments similar to those used above.

Any one of these formulae (or any similar one) would attain a different status if the exact value of the number \( \alpha \) or \( \alpha_r \), which occurs in it, could be expressed independently of the primes. There seems no likelihood of this, but it cannot be ruled out as entirely impossible.

### 22.4. Proof of Theorems 7 and 9.

It is easy to deduce Theorem 7 from Theorem 414. In the first place

\[
\vartheta(x) = \sum_{p \leq x} \log p \leq \log x \sum_{p \leq x} 1 = \pi(x) \log x
\]

and so

\[
(22.4.1) \quad \pi(x) \geq \frac{\vartheta(x)}{\log x} > \frac{Ax}{\log x}.
\]

On the other hand, if \( 0 < \delta < 1 \),

\[
\vartheta(x) \geq \sum_{x^{1-\delta} < p \leq x} \log p \geq (1-\delta) \log x \sum_{x^{1-\delta} < p \leq x} 1
\]

\[
= (1-\delta) \log x \{\pi(x) - \pi(x^{1-\delta})\} \geq (1-\delta) \log x \{\pi(x) - x^{1-\delta}\}
\]

and so

\[
(22.4.2) \quad \pi(x) \leq x^{1-\delta} + \frac{\vartheta(x)}{(1-\delta) \log x} < \frac{Ax}{\log x}.
\]

We can now prove

**Theorem 420.**

\[
\pi(x) \sim \frac{\vartheta(x)}{\log x} \sim \frac{\psi(x)}{\log x}.
\]

After Theorems 413 and 414 we need only consider the first assertion. It follows from (22.4.1) and (22.4.2) that

\[
1 < \frac{\pi(x) \log x}{\vartheta(x)} < \frac{x^{1-\delta} \log x}{\vartheta(x)} + \frac{1}{1-\delta}
\]
For any $\epsilon > 0$, we can choose $\delta = \delta(\epsilon)$ so that
\[
\frac{1}{1-\delta} < 1 + \frac{1}{2}\epsilon
\]
and then choose $x_0 = x_0(\delta, \epsilon) = x_0(\epsilon)$ so that
\[
x^{1-\delta} \log x < \frac{A \log x}{x^\delta} < \frac{1}{2}\epsilon
\]
for all $x > x_0$. Hence
\[
1 < \frac{\pi(x) \log x}{\theta(x)} < 1 + \epsilon
\]
for all $x > x_0$. Since $\epsilon$ is arbitrary, the first part of Theorem 420 follows at once.

Theorem 9 is (as stated in §1.8) a corollary of Theorem 7. For, in the first place,
\[
n = \pi(p_n) < \frac{A_{p_n}}{\log p_n}, \quad p_n > A \log p_n > A \log n.
\]
Secondly,
\[
n = \pi(p_n) > \frac{A_{p_n}}{\log p_n},
\]
so that
\[
\sqrt{p_n} < \frac{A_{p_n}}{\log p_n} < A_n, \quad p_n < A n^2,
\]
and
\[
p_n < A \log p_n < A \log n.
\]

22.5. Two formal transformations. We introduce here two elementary formal transformations which will be useful throughout this chapter.

Theorem 421. Suppose that $c_1, c_2, \ldots$ is a sequence of numbers, that
\[
C(t) = \sum_{n < t} c_n,
\]
and that $f(t)$ is any function of $t$. Then
\[
(22.5.1) \quad \sum_{n < x} c_n f(n) = \sum_{n < x-1} C(n)\{f(n) - f(n+1)\} + C(x) f([x]).
\]
If, in addition, $c_j = 0$ for $j < n_1$ and $f(t)$ has a continuous derivative for $t \geq n_1$, then
\[
(22.5.2) \quad \sum_{n < x} c_n f(n) = C(x) f(x) - \int_{n_1}^{x} C(t) f'(t) dt.
\]
If we write $N = [x]$, the sum on the left of (22.5.1) is
\[
C(1)f(1) + \{C(2) - C(1)\}f(2) + \ldots + \{C(N) - C(N-1)\}f(N) = C(1)\{f(1) - f(2)\} + \ldots + C(N-1)\{f(N-1) - f(N)\} + C(N)f(N).
\]
† In our applications, $n_1$ is 1 or 2. If $n_1 = 1$, there is, of course, no restriction on the $c_r$. If $n_1 = 3$, we have $c_1 = 0$. 
Since \( C(N) = C(z) \), this proves (22.5.1). To deduce (22.5.2) we observe that \( C(t) = C(n) \) when \( n \leq t < n+1 \) and so
\[
C(n)[f(n) - f(n+1)] = - \int^n_{n+1} C(t)f'(t) \, dt.
\]
Also \( C(t) = 0 \) when \( t < n \).

If we put \( c_n = 1 \) and \( f(t) = 1/t \), we have \( C(x) = [x] \) and (22.5.2) becomes
\[
\sum_{n \leq x} \frac{1}{n} = \frac{x}{x} + \int_{1}^{x} \frac{[t]}{t^2} \, dt = \log x + \gamma + E,
\]
where
\[
\gamma = 1 - \int_{1}^{\infty} \frac{(t-[t])}{t^2} \, dt
\]
is independent of \( x \) and
\[
E = \int_{1}^{\infty} \frac{(t-[t])}{t^2} \, dt - \frac{x-[x]}{x} = \int_{1}^{\infty} \frac{O(1)}{t^s} \, dt + O\left( \frac{1}{x} \right) = O\left( \frac{1}{x} \right).
\]

Thus we have

**Theorem 422:**
\[
\sum_{n \leq x} \frac{1}{n} = \log x + \gamma + O\left( \frac{1}{x} \right),
\]
where \( \gamma \) is a constant (known as Euler’s constant).

### 22.6. An important sum.

We prove first the lemma

**Theorem 423:**
\[
\sum_{n \leq x} \log^h \left( \frac{x}{n} \right) = O(x) \quad (h > 0).
\]

Since \( \log t \) increases with \( t \), we have, for \( n \geq 2 \),
\[
\log^h \left( \frac{x}{n} \right) \leq \int_{n-1}^{x} \log^h \left( \frac{x}{t} \right) \, dt.
\]

Hence
\[
\sum_{n=2}^{x} \log^h \left( \frac{x}{n} \right) \leq \int_{1}^{x} \log^h \left( \frac{x}{t} \right) \, dt = x \int_{1}^{x} \frac{\log^h u}{u^2} \, du
\]
\[
< x \int_{1}^{\infty} \frac{\log^h u}{u^2} \, du = A x,
\]
since the infinite integral is convergent. Theorem 423 follows at once.
If we put \( h = 1 \), we have
\[
\sum_{n \leq x} \log n = [x] \log x + O(x) = x \log x + O(x).
\]

But, by Theorem 416,
\[
\sum_{n \leq x} \log n = \sum_{p \leq x} j([x], p) \log p = \sum_{p^m \leq x} \left[ \frac{x}{p^m} \right] \log p = \sum_{n \leq x} \left[ \frac{x}{n} \right] \Lambda(n)
\]
in the notation of § 17.7. If we remove the square brackets in the last sum, we introduce an error less than
\[
\sum_{n \leq x} \Lambda(n) = \psi(x) = O(x)
\]
and so
\[
\sum_{n \leq x} \frac{x}{n} \Lambda(n) = \sum_{n \leq x} \log n + O(x) = x \log x + O(x).
\]

If we remove a factor \( x \), we have

**Theorem 424:**
\[
\sum_{n \leq x} \frac{\Lambda(n)}{n} = \log x + O(1).
\]

From this we can deduce

**Theorem 425:**
\[
\sum_{p \leq x} \frac{\log p}{p} = \log x + O(1).
\]

For
\[
\sum_{n \leq x} \frac{\Lambda(n)}{n} - \sum_{p \leq x} \frac{\log p}{p} = \sum_{m \geq 2} \sum_{p^m \leq x} \frac{\log p}{p^m}
\]
\[
< \sum_{p} \left( \frac{1}{p^2} + \frac{1}{p^3} + \ldots \right) \log p = \sum_{p} \frac{\log p}{p(p-1)}
\]
\[
< \sum_{n=2}^{\infty} \frac{\log n}{n(n-1)} = A.
\]

If, in (22.5.2), we put \( f(t) = 1/t \) and \( c_n = \Lambda(n) \), so that \( C(x) = \psi(x) \), we have
\[
\sum_{n \leq x} \frac{\Lambda(n)}{n} = \frac{\psi(x)}{x} + \int_{\frac{1}{2}}^{x} \frac{\psi(t)}{t^2} \, dt
\]
and so, by Theorems 414 and 424, we have

(22.6.1)
\[
\int_{\frac{1}{2}}^{x} \frac{\psi(t)}{t^2} \, dt = \log x + O(1).
\]

From (22.6.1) we can deduce

(22.6.2)
\[
\lim \{\psi(x)/x\} \leq 1, \quad \lim \{\psi(x)/x\} \geq 1.
\]
For, if \( \lim \psi(x)/x = 1 + \delta \), where \( \delta > 0 \), we have \( \psi(x) > (1 + \frac{1}{2}\delta)x \) for all \( x \) greater than some \( x_0 \). Hence

\[
\int_2^x \frac{\psi(t)}{t^2} \, dt > \int_2^{x_0} \frac{\psi(t)}{t^2} \, dt + \int_{x_0}^x \frac{1 + \frac{1}{2}\delta}{t} \, dt > (1 + \frac{1}{2}\delta)\log x - A,
\]

in contradiction to (22.6.1). If we suppose that \( \lim \psi(x)/x = 1 - \delta \), we get a similar contradiction.

By Theorem 420, we can deduce from (22.6.2)

**Theorem 426:** \( \lim \left( \pi(x)/\frac{x}{\log x} \right) \leq 1 \), \( \lim \left( \pi(x)/\frac{x}{\log x} \right) \geq 1 \).

If \( \pi(x)/\frac{x}{\log x} \) tends to a limit as \( x \to \infty \), the limit is 1.

Theorem 6 would follow at once if we could prove that \( \pi(x)/\frac{x}{\log x} \) tends to a limit. Unfortunately this is the real difficulty in the proof of Theorem 6.

### 22.7. The sum \( \sum p^{-1} \) and the product \( \prod (1-p^{-1}) \).

Since

\[
\log \left( \frac{1}{1 - p^{-1}} \right) \frac{1}{p} = \frac{1}{2p^2} + \frac{1}{3p^3} + \ldots
\]

\[
< \frac{1}{2p^2} + \frac{1}{2p^3} + \ldots \frac{1}{2p(p-1)}
\]

and

\[
\sum \frac{1}{P(P-1)}
\]

is convergent, the series

\[
\sum \left\{ \log \left( \frac{1}{1-p^{-1}} \right) - \frac{1}{p} \right\}
\]

must be convergent. By Theorem 19, \( \sum p^{-1} \) is divergent and so the product

\[
\prod (1-p^{-1})
\]

must diverge also (to zero).

From the divergence of the product (22.7.2) we can deduce that

\( \pi(x) = o(x) \),

i.e. almost all numbers are composite, without using any of the results of §§ 22.1-6.

Of course, this result is weaker than Theorem 7, but the very simple proof is of some interest.

If \( \varpi(x, r) \) is the number of numbers which (i) do not exceed \( x \) and (ii) are not divisible by any of the first \( r \) primes \( p_1, p_2, \ldots, p_r \), then

\[
\pi(x) \leq \varpi(x, r) + r
\]
and, by Theorem 261,
\[ \omega(x, r) = [x] - \sum_i \left[ \frac{x}{p_i} \right] + \sum_{i,j} \left[ \frac{x}{p_i p_j} \right] - \ldots, \]
where \( i, j, \ldots \) are unequal and run from 1 to \( r \). The number of square brackets is
\[ 1 + \binom{r}{1} + \binom{r}{2} + \ldots = 2^r \]
and the error introduced by the removal of a square bracket is less than 1. Hence
\[ \omega(x, r) < x - \sum_i \frac{x}{p_i} + \sum_{i,j} \frac{x}{p_i p_j} - \ldots - 2^r = x \prod_{i=1}^r \left( 1 - \frac{1}{p_i} \right) + 2^r \]
and
\[ \pi(x) < x \prod_{p \leq x} (1 - p^{-1}) + 2^r + r. \]
Since \( \prod (1 - p^{-1}) \) diverges to zero, we can, for any \( \epsilon > 0 \), choose \( r = r(\epsilon) \) so that
\[ \prod_{p \leq x} (1 - p^{-1}) < \frac{1}{\epsilon} \]
and
\[ \pi(x) < \frac{1}{\epsilon} + 2^r + r < \epsilon x \]
for \( x \geq x_0(\epsilon, r) = x_0(\epsilon) \). Thus \( \pi(x) = o(x) \).

We can prove the divergence of \( \prod (1 - p^{-1}) \) independently of that of \( \sum p^{-1} \) as follows. It is plain that
\[ \prod_{p \leq N} \left( \frac{1}{1 - p^{-1}} \right) = \prod_{p \leq N} \left( 1 - \frac{1}{p} + \frac{1}{p^2} + \ldots \right) = \sum_{n \leq N} \frac{1}{n}, \]
the last sum being extended over all \( n \) composed of prime factors \( p \leq N \).

Since all \( n \leq N \) satisfy this condition,
\[ \prod_{p \leq N} \left( \frac{1}{1 - p^{-1}} \right) > \sum_{n=1}^N \frac{1}{n} > \log N - A \]
by Theorem 422. Hence the product (22.7.2) is divergent.

If we use the results of the last two sections, we can obtain much more exact information about \( \sum p^{-1} \). In Theorem 421, let us put \( c_p = \log p/p \), and \( c_n = 0 \) if \( n \) is not a prime, so that
\[ C(x) = \sum_{p \leq x} \frac{\log p}{p} = \log x + \tau(x), \]
where \( \tau(x) = O(1) \) by Theorem 425. With \( f(t) = 1/\log t \), (22.5.2) becomes
\[ \sum_{p \leq x} \frac{1}{p} = \frac{C(x)}{\log x} + \int_2^x \frac{C(t)}{t \log^2 t} \, dt \]
\[ = 1 + \frac{\tau(x)}{\log x} + \int_2^x \frac{dt}{t \log t} + \int_2^x \frac{\tau(t) \, dt}{t \log^2 t} \]
\[ = \log \log x + B_1 + E(x), \]
where
\[ B_1 = 1 - \log \log 2 + \int_2^\infty \frac{\tau(t) \, dt}{t \log^2 t} \]
and
\[ (22.7.4) \quad E(x) = \frac{\tau(x)}{\log x} - \int_x^\infty \frac{\tau(t) \, dt}{t \log^2 t} = O\left( \frac{1}{\log x} \right) + O\left( \int_x^\infty \frac{dt}{t \log^2 t} \right) = O\left( \frac{1}{\log x} \right). \]

Hence we have

**Theorem 427**
\[ \sum_{p \leq x} \frac{1}{p} = \log \log x + B_1 + o(1), \]
where \( B_1 \) is a constant.

### 22.8. Mertens’s theorem

It is interesting to push our study of the series and product of the last section a little further.

**Theorem 428.** In Theorem 427,

\[ (22.8.1) \quad B_1 = \gamma + \sum \left\{ \log \left( 1 - \frac{1}{p} \right) + \frac{1}{p} \right\}, \]
where \( \gamma \) is Euler’s constant.

**Theorem 429 (Mertens’s theorem):**
\[ \prod_{p \leq x} \left( 1 - \frac{1}{p} \right) \sim \frac{e^{-\gamma}}{\log x}. \]

As we saw in §22.7, the series in (22.8.1) converges. Since
\[ \sum_{p \leq x} \frac{1}{p} + \sum_{p \leq x} \log \left( 1 - \frac{1}{p} \right) = \sum_{p \leq x} \left\{ \log \left( 1 - \frac{1}{p} \right) + \frac{1}{p} \right\}, \]
Theorem 429 follows from Theorems 427 and 428. Hence it is enough to prove Theorem 428. We shall assume that†

\[ (22.8.2) \quad \gamma = -1?‘(1) = - \int_0^\infty e^{-x} \log x \, dx. \]

If \( \delta \geq 0 \), we have
\[ \lim_{p \to \infty} \frac{\log \left( 1 - \frac{1}{p^{1+\delta}} \right)}{p^{1+\delta}} < \frac{1}{2p^{1+\delta}(p^{1+\delta} - 1)} \leq \frac{1}{2p(p-1)} \]
by calculations similar to those of (22.7.1). Hence the series
\[ F(\delta) = \sum_{p} \left\{ \log \left( 1 - \frac{1}{p^{1+\delta}} \right) + \frac{1}{p^{1+\delta}} \right\} \]

† See, for example, Whittaker and Watson, Modern analysis, ch. xii.
is uniformly convergent for all \( \delta \geq 0 \) and so
\[
F(\delta) \to F(0)
\]
as \( \delta \to 0 \) through positive values.

We now suppose \( \delta > 0 \). By Theorem 280,
\[
F(\delta) = g(\delta) - \log \zeta(1 + \delta),
\]
where
\[
g(S) = \sum_p p^{-1-\delta}.
\]
If, in Theorem 421, we put \( c_p = 1/p \) and \( c_n = 0 \) when \( n \) is not prime, we have
\[
C(x) = \sum_{p \leq x} \frac{1}{p} = \log \log x + B_1 + E(x)
\]
by (22.7.3). Hence, if \( f(t) = t^{-\delta} \), (22.5.2) becomes
\[
\sum_{p \leq x} p^{-1-\delta} = x^{-\delta} C(x) + \delta \int_1^x t^{-1-\delta} C(t) \, dt.
\]
Letting \( x \to \infty \), we have
\[
g(S) = \delta \int_1^\infty t^{-1-\delta} C(t) \, dt
\]
\[
= \delta \int_1^\infty t^{-1-\delta} (\log \log t + B_1) \, dt + \delta \int_1^\infty t^{-1-\delta} E(t) \, dt.
\]
Now, if we put \( t = e^{u\delta} \),
\[
\delta \int_1^\infty t^{-1-\delta} \log t \, dt = \int_0^\infty e^{-u} \log \left( \frac{u}{\delta} \right) \, du = -\gamma - \log \delta
\]
by (22.8.2), and
\[
\delta \int_1^\infty t^{-1-\delta} \, dt = 1.
\]
Hence
\[
g(\delta) + \log \delta - B_1 + \gamma = \delta \int_1^\infty t^{-1-\delta} E(t) \, dt - \delta \int_1^2 t^{-1-\delta} (\log \log t + B_1) \, dt.
\]
Now, by (22.7.4), if \( T = \exp(1/\sqrt{\delta}) \),
\[
\left| \delta \int_1^\infty \frac{E(t)}{t^{1+\delta}} \, dt \right| < A\delta \int_1^T \frac{dt}{t^{1+\delta}} + \frac{A\delta}{\log T} \int_T^\infty \frac{dt}{t^{1+\delta}}
\]
\[
< A\delta \log T + \frac{A}{\log T} < A\sqrt{\delta} \to 0
\]
as \( \delta \to 0 \). Also
\[
\left| \int_{1}^{2} t^{-1-\delta}(\log \log t + B_1) \, dt \right| < \int_{1}^{2} t^{-1}(|\log \log t| + |B_1|) \, dt = A,
\]
since the integral converges at \( t = 1 \). Hence
\[
g(\delta) + \log \delta \to B_1 - \gamma
\]
as \( \delta \to 0 \).

But, by Theorem 282,
\[
\log \zeta(1+\delta) + \log \delta \to 0
\]
as \( S \to 0 \) and so
\[
F(\delta) \to B_1 - \gamma.
\]
Hence
\[
B_1 = \gamma + F(0),
\]
which is (22.8.1).

22.9. Proof of Theorems 323 and 328. We are now able to prove Theorems 323 and 328. If we write
\[
f_1(n) = \frac{\phi(n)\epsilon \gamma \log \log n}{n}, \quad f_2(n) = \frac{\sigma(n)}{n \epsilon \gamma \log \log n},
\]
we have to show that
\[
\lim f_1(n) = 1, \quad \lim f_2(n) = 1.
\]
It will be enough to find two functions \( F_1(t), F_2(t) \), each tending to 1 as \( t \to \infty \) and such that
(22.9.1) \[
f_1(n) \leq F_1(\log n), \quad f_2(n) \leq \frac{1}{F_1(\log n)}
\]
for all \( n \geq 3 \) and
(22.9.2) \[
f_2(n_j) \geq F_2(j), \quad f_1(n_j) \leq \frac{1}{F_2(j)}
\]
for an infinite increasing sequence \( n_2, n_3, n_4, \ldots \).

By Theorem 329, \( f_1(n)f_2(n) \leq 1 \) and so the second inequality in (22.9.1) follows from the first; similarly for (22.9.2).

Let \( p_1, p_2, \ldots, p_{r-\rho} \) be the primes which divide \( n \) and which do not exceed \( \log n \) and let \( p_{r-\rho+1}, \ldots, p_r \) be those which divide \( n \) and are greater than \( \log n \). We have
\[
(\log n)^\rho < p_{r-\rho+1} \cdots p_r \leq n, \quad \rho \leq \frac{\log n}{\log \log n}
\]
and so
\[
\phi(n) = \prod_{i=1}^{r} \left( 1 - \frac{1}{p_i} \right) \geq \left( 1 - \frac{1}{\log n} \right)^\rho \prod_{i=1}^{r-\rho} \left( 1 - \frac{1}{p_i} \right) \geq \left( 1 - \frac{1}{\log n} \right)^\rho \prod_{\rho \leq \log n} \left( 1 - \frac{1}{p} \right).
\]
Hence the first part of (22.9.1) is true with

\[ F_1(t) = e^{\gamma \log (1 - \frac{1}{t}) \log t} \prod_{p \leq t} \left( 1 - \frac{1}{p} \right). \]

But, by Theorem 429, as \( t \to \infty \),

\[ F_1(t) \sim \left( 1 - \frac{1}{t} \right)^{\log t} = 1 + o \left( \frac{1}{\log t} \right) \to 1. \]

To prove the first part of (22.9.2), we write

\[ n_j = \prod_{p \leq \sqrt{\log n}} p^j \quad (j \geq 2), \]

so that \( \log n_j = j \vartheta(e^j) \leq A je^j \) by Theorem 414. Hence

\[ \log \log n_j \leq A_0 + j + \log j. \]

Again

\[ \prod_{p \leq \sqrt{\log n}} (1 - p^{-j}) > \prod (1 - e^{-i}) = \frac{1}{\zeta(j+1)} \]

by Theorem 280. Hence

\[ f_2(n_j) = \frac{\sigma(n_j)}{n_j e^{\gamma \log \log n_j}} = \frac{e^{-\gamma}}{\log \log n_j} \prod_{p \leq \sqrt{\log n}} \left( 1 - \frac{1}{p} \right)^{-1} \]

\[ \geq \frac{e^{-\gamma}}{\zeta(j+1)(A_0 + j + \log j)} \prod_{p \leq \sqrt{\log n}} \left( \frac{1}{1 - p^{-1}} \right) = F_2(j) \]

(say). This is the first part of (22.9.2). Again, as \( j \to \infty \), \( \zeta(j+1) \to 1 \) and, by Theorem 429,

\[ F_2(j) \sim \frac{1}{\zeta(j+1)(A_1 + j + \log j)} \to 1. \]

**22.10. The number of prime factors of \( n \).** We define \( w(n) \) as the number of different prime factors of \( n \), and \( R(n) \) as its total number of prime factors; thus

\[ w(n) = r, \quad \Omega(n) = a_1 + a_2 + \ldots + a_r, \]

when \( n = p_1^{a_1} \ldots p_r^{a_r} \).

Both \( w(n) \) and \( \Omega(n) \) behave irregularly for large \( n \). Thus both functions are 1 when \( n \) is prime, while

\[ \Omega(n) = \frac{\log n}{\log 2} \]

when \( n \) is a power of 2. If

\[ n = p_1 p_2 \ldots p_r \]
is the product of the first \( r \) primes, then

\[ \omega(n) = r = \pi(p_r), \quad \log n = \frac{\omega(n)}{\log p_f} \]

and so, by Theorems 420 and 414,

\[ \omega(n) \sim \frac{\omega(n)}{\log p_f} \sim \frac{\log n}{\log \log n} \]

(when \( n \to \infty \) through this particular sequence of values).

**Theorem 430.** The average order of both \( w(n) \) and \( \Omega(n) \) is \( \log \log n \).

More precisely,

\[ \sum_{n \leq x} \omega(n) = x \log x + B_1 x + o(x), \]

\[ \sum_{n \leq x} \Omega(n) = x \log x + B_2 x + o(x), \]

where \( B_1 \) is the number in Theorems 427 and 428 and

\[ B_2 = B_1 + \sum_p \frac{1}{p(p-1)}. \]

We write

\[ S_1 = \sum_{n \leq x} \omega(n) = \sum_{n \leq x} \sum_{p|n} \frac{1}{p} = \sum_{p \leq x} \left[ \frac{x}{p} \right], \]

since there are just \( \left[ \frac{x}{p} \right] \) values of \( n \leq x \) which are multiples of \( p \). Removing the square brackets, we have

\[ S_1 = \sum_{p \leq x} \frac{x}{p} + o(x) = x \log x + B_1 x + o(x) \]

by Theorems 7 and 427.

Similarly

\[ S_2 = \sum_{n \leq x} \Omega(n) = \sum_{n \leq x} \sum_{p^m|n} \frac{1}{p^m} = \sum_{p^m \leq x} \left[ \frac{x}{p^m} \right], \]

so that

\[ S_2 - S_1 = \sum' \left[ \frac{x}{p^m} \right], \]

where \( \sum' \) denotes summation over all \( p^m \leq x \) for which \( m \geq 2 \). If we remove the square brackets in the last sum the error introduced is less than

\[ \sum' 1 \leq \sum' \frac{\log p}{\log 2} \frac{\psi(x) - \delta(x)}{\log 2} = o(x) \]

by Theorem 413. Hence

\[ S_2 - S_1 = x \sum' p^{-m} + o(x). \]

The series

\[ \sum_{m=2}^{\infty} \sum_p \frac{1}{p^m} = \sum_p \left( \frac{1}{p^2} + \frac{1}{p^3} + \ldots \right) = \sum_p \frac{1}{p(p-1)} = B_2 - B_1 \]
is convergent and so
\[ \sum' p^{-m} = B_2 - B_1 + o(1) \]
as \( x \to \infty \). Hence
\[ S_2 - S_1 = (B_2 - B_1)x + o(x) \]
and (22.10.2) follows from (22.10.3).

**22.11. The normal order of \( \omega(n) \) and \( \Omega(n) \).** The functions \( \omega(n) \) and \( Q(n) \) are irregular, but have a definite ‘average order’ \( \log \log n \). There is another interesting sense in which they may be said to have ‘on the whole’ a definite order. We shall say, roughly, that \( f(n) \) has the normal order \( F(n) \) if \( f(n) \) is approximately \( F(n) \) for almost all values of \( n \). More precisely, suppose that
\[(22.11.1) \quad (1 - \epsilon) F(n) < f(n) < (1 + \epsilon) F(n) \]
for every positive \( \epsilon \) and almost all values of \( n \). Then we say that the normal order of \( f(n) \) is \( F(n) \). Here ‘almost all’ is used in the sense of §§ 1.6 and 9.9. There may be an exceptional ‘infinitesimal’ set of \( n \) for which (22.11.1) is false, and this exceptional set will naturally depend upon \( \epsilon \).

A function may possess an average order, but no normal order, or conversely. Thus the function
\[ f(n) = \begin{cases} 0 & (n \text{ even}), \\ 2 & (n \text{ odd}) \end{cases} \]
has the average order 1, but no normal order. The function
\[ f(n) = 2^m \quad (n = 2^m), \quad f(n) = 1 \quad (n \neq 2^m) \]
has the normal order 1, but no average order.

**Theorem 431.** The normal order of \( w(n) \) and \( \Omega(n) \) is \( \log \log n \). More precisely, the number of \( n \), not exceeding \( x \), for which
\[(22.11.2) \quad |f(n) - \log \log n| > (\log \log n)^{1+\delta}, \]
where \( f(n) \) is \( w(n) \) or \( Q(n) \), is \( o(x) \) for every positive \( \delta \).

It is sufficient to prove that the number of \( n \) for which
\[(22.11.3) \quad |f(n) - \log \log x| > (\log \log x)^{1+\delta} \]
is \( o(x) \); the distinction between \( \log \log n \) and \( \log \log x \) has no importance. For
\[ \log \log x - 1 \leq \log \log n \leq \log \log x \]
when \( x^{1/\epsilon} \leq n \leq x \), so that \( \log \log n \) is practically \( \log \log x \) for all such values of \( n \); and the number of other values of \( n \) in question is
\[ O(x^{1/\epsilon}) = o(x). \]
Next, we need only consider the case \( f(n) = w(n) \). For \( Q(n) \gg w(n) \) and, by (22.10.1) and (22.10.2),
\[
\sum_{n \leq x} (\Omega(n) - \omega(n)) = O(x).
\]
Hence the number of \( n \leq x \) for which
\[
Q(n) - w(n) > (\log \log x)^i
\]
is
\[
O \left( \frac{x}{(\log \log x)^i} \right) = o(x);
\]
so that one case of Theorem 431 follows from the other.

Let us consider the number of pairs of different prime factors \( p, q \) of \( n \) (i.e. \( p \neq q \)), counting the pair \( q, p \) distinct from \( p, q \). There are \( w(n) \) possible values of \( p \) and, with each of these, just \( w(n) - 1 \) possible values of \( q \). Hence
\[
\omega(n) \{ \omega(n) - 1 \} = \sum_{n \leq x} 1 = \sum_{pq \leq x} 1 - \sum_{p^2 \mid n} 1.
\]
Summing over all \( n \leq x \), we have
\[
\sum_{n \leq x} \{ \omega(n) \}^2 - \sum_{n \leq x} \omega(n) = \sum_{n \leq x} \left( \sum_{pq \leq x} 1 - \sum_{p^2 \mid n} 1 \right) = \sum_{pq \leq x} \left[ \frac{x}{pq} \right] - \sum_{p^2 \leq x} \left[ \frac{x}{p^2} \right].
\]
First
\[
\sum_{p^2 \leq x} \left[ \frac{x}{p^2} \right] \leq \sum_{p^2 \leq x} \frac{x}{p^2} \leq x \sum_{p \leq x} \frac{1}{p} = O(x),
\]
since the series is convergent. Next
\[
\sum_{pq \leq x} \left[ \frac{x}{pq} \right] = x \sum_{pq \leq x} \frac{1}{pq} + O(x).
\]
Hence, using (22.10.1), we have
\[
(22.11.4) \quad \sum_{n \leq x} \{ \omega(n) \}^2 = x \sum_{pq \leq x} \frac{1}{pq} + O(x \log \log x).
\]
Now
\[
(22.11.5) \quad \left( \sum_{p \leq x} \frac{1}{p} \right)^2 \leq \sum_{pq \leq x} \frac{1}{pq} \leq \left( \sum_{p \leq x} \frac{1}{p} \right)^2,
\]
since, if \( pq \leq x \), then \( p < x \) and \( q < x \), while, if \( p \leq \sqrt{x} \) and \( q \leq \sqrt{x} \), then \( pq \leq x \). The outside terms in (22.11.5) are each
\[
(\log \log x + O(1))^n = (\log \log x)^2 + O(\log \log x)
\]
and therefore
\[
(22.11.6) \quad \sum_{n \leq x} \{ \omega(n) \}^2 = x(\log \log x)^2 + O(x \log \log x).
\]
It follows that

\[
\sum_{n \leq x} \{\omega(n) - \log\log x\}^2 = \sum_{n \leq x} \{\omega(n)\}^2 - 2\log\log x \sum_{n \leq x} \omega(n) + [x] (\log\log x)^2
\]

\[
= x (\log\log x)^2 + O(x \log\log x) - 2 \log\log x \{x \log\log x + O(x)\} + \{x + O(1)\} (\log\log x)^2
\]

\[
= x (\log\log x)^2 - 2x (\log\log x)^2 + x (\log\log x)^2 + O(x \log\log x)
\]

\[
= O(x \log\log x)
\]

by (22.10.1) and (22.11.6).

If there are more than \(\eta x\) numbers, not exceeding \(x\), which satisfy (22.11.3) with \(f(n) = w(n)\), then

\[
\sum_{n \leq x} \{\omega(n) - \log\log x\}^2 \geq \eta x (\log\log x)^{1 + 2\delta},
\]

which contradicts (22.11.7) for sufficiently large \(x\); and this is true for every positive \(\eta\). Hence the number of \(n\) which satisfy (22.11.3) is \(o(x)\); and this proves the theorem.

22.12. A note on round numbers. A number is usually called 'round' if it is the product of a considerable number of comparatively small factors. Thus \(1200 = 2^4 \cdot 3 \cdot 5^2\) would certainly be called round. The roundness of a number like \(2187 = 3^7\) is obscured by the decimal notation.

It is a matter of common observation that round numbers are very rare; the fact may be verified by any one who will make a habit of factorizing numbers which, like numbers of taxi-cabs or railway carriages, are presented to his attention in a random manner. Theorem 431 contains the mathematical explanation of this phenomenon.

Either of the functions \(w(n)\) or \(\Omega(n)\) gives a natural measure of the 'roundness' of \(n\), and each of them is usually about \(\log\log n\), a function of \(n\) which increases very slowly. Thus \(\log\log 10^7\) is a little less than 3, and \(\log\log 10^{50}\) is a little larger than 5. A number near \(10^7\) (the limit of the factor tables) will usually have about 3 prime factors; and a number near \(10^{50}\) (the number, approximately, of protons in the universe) about 5 or 6. A number like

\[
6092087 = 37.229.719
\]

is in a sense a 'typical' number.

These facts seem at first very surprising, but the real paradox lies a little deeper. What is really surprising is that most numbers should
have so many factors and not that they should have so few. Theorem 431 contains two assertions, that \( w(n) \) is usually not much larger than \( \log \log n \) and that it is usually not much smaller; and it is the second assertion which lies deeper and is more difficult to prove. That \( w(n) \) is usually not much larger than \( \log \log n \) can be deduced from Theorem 430 without the aid of (22.11.6).†

### 22.13. The normal order of \( d(n) \)

If \( n = p_1^{a_1} p_2^{a_2} \cdots p_r^{a_r} \), then

\[
\begin{align*}
w(n) &= r, \quad Q(n) = a_1 + a_2 + \cdots + a_r, \\
d(n) &= (1 + a_1)(1 + a_2) \cdots (1 + a_r).
\end{align*}
\]

Also

\[2 \leq 1 + a \leq 2^a\]

and

\[2^{\omega(n)} \leq d(n) \leq 2^{Q(n)}.
\]

Hence, after Theorem 431, the normal order of \( \log d(n) \) is

\[\log 2 \log \log n.
\]

**Theorem 432.** If \( \epsilon \) is positive, then

\[
(22.13.1) \quad 2^{(1-\epsilon)\log \log n} < d(n) < 2^{(1+\epsilon)\log \log n}
\]

for almost all numbers \( n \).

Thus \( d(n) \) is ‘usually’ about

\[2^{\log \log n} = (\log n)^{\log 2} = (\log n)^{\log \log n}.\]

We cannot quite say that ‘the normal order of \( d(n) \) is \( 2^{\log \log n} \)’ since the inequalities (22.13.1) are of a less precise type than (22.11.1); but one may say, more roughly, that ‘the normal order of \( d(n) \) is about \( 2^{\log \log n} \).

It should be observed that this normal order is notably less than the average order \( \log n \). The average

\[
\frac{1}{n} \{d(1) + d(2) + \cdots + d(n)\}
\]

is dominated, not by the ‘normal’ \( n \) for which \( d(n) \) has its most common magnitude, but by the small minority of \( n \) for which \( d(n) \) is very much larger than \( \log n \).‡ The irregularities of \( w(n) \) and \( Q(n) \) are not sufficiently violent to produce a similar effect.

### 22.14. Selberg’s Theorem

We devote the next three sections to the proof of Theorem 6. Of the earlier results of this chapter we use

† Roughly, if \( \chi(x) \) were of higher order than \( \log \log x \), and \( w(n) \) were larger than \( \chi(n) \) for a fixed proportion of numbers less than \( x \), then

\[\sum_{n \leq x} \omega(n) \]

would be larger than a fixed multiple of \( x \chi(x) \), in contradiction to Theorem 430.

‡ See the remarks at the ends of §§ 18.1 and 18.2.
only Theorems 420-4 and the fact that
\begin{equation}
\psi(x) = O(x),
\end{equation}
which is part of Theorem 414. We prove first

**Theorem 433 (Selberg’s Theorem):**

\begin{equation}
\psi(x) \log x + \sum_{n \leq x} \Lambda(n) \psi \frac{x}{0n} = 2x \log x + O(x)
\end{equation}

and
\begin{equation}
 \sum_{n \leq x} \Lambda(n) \log n + \sum_{mn \leq x} \Lambda(m) \Lambda(n) = 2x \log x + O(x).
\end{equation}

It is easy to see that (22.14.2) and (22.14.3) are equivalent. For
\[ \sum_{n \leq x} \Lambda(n) \psi \left( \frac{x}{n} \right) = \sum_{n \leq x} \Lambda(n) \sum_{m \leq x/n} \Lambda(m) = \sum_{mn \leq x} \Lambda(m) \Lambda(n) \]

and, if we put \( c_n = \Lambda(n) \) and \( f(t) = \log t \) in (22.5.2),

\begin{equation}
 \sum_{n \leq x} \Lambda(n) \log n = \psi(x) \log x - \int \frac{\psi(t)}{t} \, dt = \psi(x) \log x + O(x)
\end{equation}

by (22.14.1).

In our proof of (22.14.3) we use the Mobius function \( \mu(n) \) defined in § 16.3. We recall Theorems 263, 296, and 298 by which

\begin{equation}
\sum_{d \mid n} \mu(d) = 1 \quad (n = 1), \quad \sum_{d \mid n} \mu(d) = 0 \quad (n > 1),
\end{equation}

\begin{equation}
\Lambda(n) = \sum_{d \mid n} \mu(d) \log d, \quad \log n = \sum_{d \mid n} \Lambda(d).
\end{equation}

Hence
\begin{equation}
\sum_{h \mid n} \Lambda(h) \Lambda \frac{n}{0h} = \Lambda(h) \sum_{d \mid h} \mu(d) \log d
\end{equation}

\[ = \sum_{d \mid n} \mu(d) \log d \sum_{h \mid n} \Lambda(h) = \sum_{d \mid n} \mu(d) \log d \log \left( \frac{n}{d} \right) \]

\[ = \Lambda(n) \log n + \sum_{d \mid n} \mu(d) \log^2 d. \]

Again, by (22.14.5),
\[ \sum_{d \mid 1} \mu(d) \log^2 \frac{x}{0d} = \log^2 x, \]

but, for \( n > 1, \)
\[ \sum_{d \mid n} \mu(d) \log^2 \left( \frac{x}{d} \right) = \sum_{d \mid n} \mu(d) (\log^2 d - 2 \log x \log d) \]

\[ = 2\Lambda(n) \log x - \Lambda(n) \log n + \sum_{hk=n} \Lambda(h) \Lambda(k) \]
by (22.14.6) and (22.14.7). Hence, if we write
\[ S(x) = \sum_{n \leq x} \sum_{d \mid n} \mu(d) \log^2 \left( \frac{x}{d} \right), \]
we have
\[ S(x) = \log^2 x + 2 \psi(x) \log x - \sum_{n \leq x} \Lambda(n) \log n - \sum_{hk \leq x} \Lambda(h) \Lambda(k) = \sum_{n \leq x} \Lambda(n) \log n + \sum_{mn \leq x} \Lambda(m) \Lambda(n) + O(x) \]
by (22.14.4). To complete the proof of (22.14.3), we have only to show that
\[ S(x) = 2x \log x + O(x). \]  
(22.14.8)

By (22.14.5),
\[ S(x) - \gamma^2 = \sum_{n \leq x} \sum_{d \mid n} \mu(d) \left\{ \log^2 \left( \frac{x}{d} \right) - \gamma^2 \right\} = \sum_{d \leq x} \mu(d) \left[ \frac{x}{d} \right] \left\{ \log^2 \left( \frac{x}{d} \right) - \gamma^2 \right\}, \]
since the number of \( n \leq x \), for which \( d \mid n \), is \( \left\lfloor x/d \right\rfloor \). If we remove the square brackets, the error introduced is less than
\[ \sum_{d \leq x} \left\{ \log^2 \left( \frac{x}{d} \right) + \gamma^2 \right\} = O(x) \]
by Theorem 423. Hence
\[ S(x) = x \sum_{d \leq x} \frac{\mu(d)}{d} \left\{ \log^2 \left( \frac{x}{d} \right) - \gamma^2 \right\} + O(x). \]  
(22.14.9)

Now, by Theorem 422,
\[ \sum_{d \leq x} \frac{\mu(d)}{d} \left\{ \log^2 \left( \frac{x}{d} \right) - \gamma^2 \right\} = \sum_{d \leq x} \frac{\mu(d)}{d} \left\{ \log \left( \frac{x}{d} \right) - \gamma \right\} \left\{ \sum_{k \leq x/d} \frac{1}{k} + O \left( \frac{d}{x} \right) \right\}. \]  
(22.14.10)

The sum of the various error terms is at most
\[ \sum_{d \leq x} \frac{1}{d} \left\{ \log \left( \frac{x}{d} \right) + \gamma \right\} O \left( \frac{d}{x} \right) = O \left( \frac{1}{x} \right) \sum_{d \leq x} \log \left( \frac{x}{d} \right) + O(1) = O(1) \]  
(22.14.11)
by Theorem 423. Also

\[
(22.14.12) \quad \sum_{d \leq x} \frac{\mu(d)}{d} \left( \log \left( \frac{x}{d} \right) - \gamma \right) \sum_{k \leq x/d} \frac{1}{k} = \sum_{d \leq x} \frac{\mu(d)}{d} \left( \log \left( \frac{x}{d} \right) - \gamma \right) = \sum_{n \leq x} \sum_{d \mid n} \frac{\mu(d)}{d} \left( \log \left( \frac{x}{d} \right) - \gamma \right)
\]

\[
= \log x - \gamma + \sum_{2 \leq n \leq x} \frac{\Lambda(n)}{n} = 2 \log x + O(1)
\]

by (22.14.5), (22.14.6), and Theorem 424. (22.14.8) follows when we combine (22.14.9)–(22.14.12).

22.15. The functions \( R(x) \) and \( V(\xi) \). After Theorem 420 the Prime Number Theorem (Theorem 6) is equivalent to

**Theorem 434:** \( \psi(x) \sim x \),

and it is this last theorem that we shall prove. If we put \( \psi(x) = x + R(x) \) in (22.14.2) and use Theorem 424, we have

\[
(22.15.1) \quad R(x) \log x + \sum_{n \leq x} \frac{\Lambda(n) R \left( \frac{x}{n} \right)}{\log n} = O(x).
\]

Our object is to prove that \( R(x) = o(x) \).\†

If we replace \( n \) by \( m \) and \( x \) by \( x/n \) in (22.15.1), we have

\[
R \left( \frac{x}{n} \right) \log \left( \frac{x}{n} \right) + \sum_{m \leq x/n} \frac{\Lambda(m) R \left( \frac{x}{mn} \right)}{n} = O \left( \frac{x}{n} \right).
\]

Hence

\[
\log x \left( R(x) \log x + \sum_{n \leq x} \frac{\Lambda(n) R \left( \frac{x}{n} \right)}{\log n} \right) - \sum_{n \leq x} \frac{\Lambda(n) R \left( \frac{x}{n} \right) \log \left( \frac{x}{n} \right)}{\log n} + \sum_{m \leq x/n} \frac{\Lambda(m) R \left( \frac{x}{mn} \right)}{n} = O(x \log x),
\]

that is

\[
R(x) \log^2 x = - \sum_{n \leq x} \frac{\Lambda(n) R \left( \frac{x}{n} \right) \log n}{n} + \sum_{mn \leq x} \Lambda(m) \Lambda(n) R \left( \frac{x}{mn} \right) + O(x \log x),
\]

\† Of course, this would be a trivial deduction if \( R(z) \geq 0 \) for all \( z \) (or if \( R(x) \leq 0 \) for all \( x \)). Indeed, more would follow, viz. \( R(x) = O(x/\log x) \). But it is possible, so far as we know at this stage of our argument, that \( R(z) \) is usually of order \( x \), but that its positive and negative values are so distributed that the sum over \( n \) on the left-hand side of (22.15.1) is of opposite sign to the first term and largely offsets it.
whence

\[
|R(x)| \log^2 x \leq \sum_{n \leq x} a_n |R\left(\frac{x}{n}\right)| + O(x \log x),
\]

where

\[
a_n = \Lambda(n) \log n + \sum_{h \leq n} \Lambda(h) \Lambda(k)
\]

and

\[
\sum_{n \leq x} a_n = 2x \log x + O(x)
\]

by (22.14.3).

We now replace the sum on the right-hand side of (22.15.2) by an integral. To do so, we shall prove that

\[
\sum_{n \leq x} a_n \left| R\left(\frac{x}{n}\right) \right| = 2 \int_1^x \left| R\left(\frac{t}{n}\right) \right| \log t \, dt + O(x \log x).
\]

We remark that, if \( t > t' \geq 0 \),

\[
| |R(t)| - |R(t')| | \leq |R(t) - R(t')| = |\psi(t) - \psi(t') - t + t'|
\]

\[
\leq \psi(t) - \psi(t') + t - t' = F(t) - F(t'),
\]

where

\[
F(t) = \psi(t) + t = O(t)
\]

and \( F(t) \) is a steadily increasing function of \( t \). Also

\[
\sum_{n \leq x-1} n \left( F\left(\frac{x}{n}\right) - F\left(\frac{x}{n+1}\right) \right) = \sum_{n \leq x} F\left(\frac{x}{n}\right) - \left\lfloor \frac{x}{n} \right\rfloor \left( \left\lfloor \frac{x}{\left\lfloor \frac{x}{n} \right\rfloor} \right\rfloor \right)
\]

\[
= O\left( x \sum_{n \leq x} \frac{1}{n} \right) = O(x \log x).
\]

We prove (22.15.3) in two stages. First, if we put

\[
c_1 = 0, \quad c_n = a_n - 2 \int_{n-1}^n \log t \, dt, \quad f(n) = \left| R\left(\frac{x}{n}\right) \right|
\]

in (22.5.1), we have

\[
C(x) = \sum_{n \leq x} a_n - 2 \int_1^x \log t \, dt = O(x)
\]

and

\[
\sum_{n \leq x} a_n \left| R\left(\frac{x}{n}\right) \right| = 2 \sum_{2 \leq n \leq x} \left| R\left(\frac{x}{n}\right) \right| \int_{n-1}^n \log t \, dt
\]

\[
= \sum_{n \leq x-1} C(n) \left( \left| R\left(\frac{x}{n}\right) \right| - \left| R\left(\frac{x}{n+1}\right) \right| \right) + C(x) R\left(\frac{x}{\left\lfloor \frac{x}{n} \right\rfloor} \right)
\]

\[
= O\left( \sum_{n \leq x-1} n \left( F\left(\frac{x}{n}\right) - F\left(\frac{x}{n+1}\right) \right) \right) + O(x) = O(x \log x)
\]

by (22.15.4).
Next

\[
\left| R\left(\frac{x}{n}\right) \right| \int_{n-1}^{n} \log t \, dt - \int_{n-1}^{n} \left| R\left(\frac{x}{t}\right) \right| \log t \, dt
\]

\[
\leq \int_{n-1}^{n} \left| R\left(\frac{x}{n}\right) \right| - \left| R\left(\frac{x}{t}\right) \right| \log t \, dt
\]

\[
\leq \int_{n-1}^{n} \left( F\left(\frac{x}{t}\right) - F\left(\frac{x}{n}\right) \right) \log t \, dt \leq (n-1) \left( F\left(\frac{x}{n-1}\right) - F\left(\frac{x}{n}\right) \right).
\]

Hence

\[
(22.15.6) \quad \sum_{2 \leq n \leq x} \left| R\left(\frac{x}{n}\right) \right| \int_{n-1}^{n} \log t \, dt - \int_{1}^{x} \left| R\left(\frac{x}{t}\right) \right| \log t \, dt
\]

\[
= O\left( \sum_{n \leq x} n \left( F\left(\frac{x}{n}\right) - F\left(\frac{x}{n+1}\right) \right) \right) + O(x \log x) = O(x \log x).
\]

Combining (22.15.5) and (22.15.6) we have (22.15.3). Using (22.15.3) in (22.15.2) we have

\[
(22.15.7) \quad /R(x) \left| \log^2 x \right| \leq 2 \frac{1}{\pi} \int_{0}^{x} \left| R\left(\frac{x}{t}\right) \right| \log t \, dt + O(x \log x).
\]

We can make the significance of this inequality a little clearer if we introduce a new function, viz.

\[
(22.15.8) \quad V(x) = e^\xi R(\xi) = e^\xi \psi(\xi) - 1
\]

\[
= e^\xi \left( \sum_{n \leq \xi} \Lambda(n) \right) - 1.
\]

If we write \( x = e^\xi \) and \( t = xe^{-\eta} \), we have

\[
\int_{1}^{x} \left| R\left(\frac{x}{t}\right) \right| \log t \, dt = x \int_{0}^{\xi} |V(\eta)| (\xi - \eta) \, d\eta = x \int_{0}^{\xi} |V(\eta)| \int_{0}^{\xi} d\xi d\eta
\]

\[
= x \int_{0}^{\xi} \int_{0}^{\xi} |V(\eta)| \, d\eta d\xi
\]

on changing the order of integration. (22.15.7) becomes

\[
(22.15.9) \quad \xi^2 |V(\xi)| \leq 2 \int_{0}^{\xi} \int_{0}^{\xi} |V(\eta)| \, d\eta d\xi + O(\xi).
\]
Since \( \psi(x) = O(x) \), it follows from (22.15.8) that \( V(\xi) \) is bounded as \( \xi \to \infty \). Hence we may write
\[
\alpha = \lim_{\xi \to \infty} |V(\xi)|, \quad \beta = \lim_{\xi \to \infty} \frac{1}{\xi} \int_{0}^{\xi} |V(\eta)| \, d\eta,
\]
since both these upper limits exist. Clearly (22.15.10)
\[
|V(\xi)| \leq \alpha + o(1)
\]
and
\[
\int_{0}^{\xi} |V(\eta)| \, d\eta \leq \beta \xi + o(\xi).
\]
Using this in (22.15.9), we have
\[
\xi^2 |V(\xi)| \leq 2 \int_{0}^{\xi} \{\beta \xi + o(\xi)\} \, d\xi + O(\xi) = \beta \xi^2 + o(\xi^2)
\]
and so
\[
|V(\xi)| \leq \beta + o(1).
\]
Hence (22.15.11)
\[
\alpha \leq \beta.
\]

**22.16. Completion of the proof of Theorems 434, 6, and 8.**

By (22.15.8), Theorem 434 is equivalent to the statement that \( V(\xi) \to 0 \) as \( \xi \to \infty \), that is, that \( \alpha = 0 \). We now suppose that \( \alpha > 0 \) and prove that, in that case, \( \beta < \alpha \) in contradiction to (22.15.11). We require two further lemmas.

**Theorem 435.** There is a fixed positive number \( A_1 \), such that, for every positive \( \xi_1, \xi_2 \), we have
\[
\left| \int_{\xi_1}^{\xi_2} V(\eta) \, d\eta \right| < A_1.
\]

If we put \( x = e^\xi, t = e^\eta \), we have
\[
\int_{0}^{\xi} V(\eta) \, d\eta = \int_{1}^{x} \left\{ \psi(t) - \frac{1}{t^2} \right\} \, dt = O(1)
\]
by (22.6.1). Hence
\[
\int_{\xi_1}^{\xi_2} V(\eta) \, d\eta = \int_{\xi_1}^{\xi_2} V(\eta) \, d\eta - \int_{0}^{\xi_1} V(\eta) \, d\eta = O(1)
\]
and this is Theorem 435.

**Theorem 436.** If \( \eta_0 > 0 \) and \( V(\eta_0) = 0 \), then
\[
\int_{0}^{\alpha} |V(\eta_0 + \tau)| \, d\tau \leq \frac{1}{2} \alpha^2 + O(\eta_0^{-1}).
\]
We may write (22.14.2) in the form

\[ \psi(x) \log x + \sum_{mn \leq x} \Lambda(m) \Lambda(n) = 2x \log x + O(x). \]

If \( x > x_0 \geq 1 \), the same result is true with \( x_0 \) substituted for \( x \). Subtracting, we have

\[ \psi(x) \log x - \psi(x_0) \log x_0 + \sum_{x_0 < mn \leq x} \Lambda(m) \Lambda(n) = 2(x \log x - x_0 \log x_0) + O(x). \]

Since \( A(n) \geq 0 \),

\[ 0 \leq \psi(x) \log x - \psi(x_0) \log x_0 \leq 2(x \log x - x_0 \log x_0) + O(x), \]

whence

\[ |R(x) \log x - R(x_0) \log x_0| \leq x \log x - x_0 \log x_0 + O(x). \]

We put \( x = e^{\eta \tau} \), \( x_0 = e^{\eta_0} \), so that \( R(x_0) = 0 \). We have, since \( 0 \leq \tau \leq \alpha \),

\[ |V(\eta_0 + \tau)| \leq 1 - \left( \frac{\eta_0}{\eta_0 + \tau} \right) e^{-\tau} + O\left( \frac{1}{\eta_0} \right) \]

\[ = 1 - e^{-\tau} + O(1/\eta_0) \leq \tau + O(1/\eta_0) \]

and so

\[ \int_0^\alpha |V(\eta_0 + \tau)| \ d\tau \leq \int_0^\alpha \tau \ d\tau + O\left( \frac{1}{\eta_0} \right) = \frac{1}{2} \alpha^2 + O\left( \frac{1}{\eta_0} \right). \]

We now write

\[ \delta = \frac{3 \alpha^2 + 4 \Lambda_1}{2 \alpha} > \alpha, \]

take \( \zeta \) to be any positive number and consider the behaviour of \( V(\eta) \) in the interval \( \zeta \leq \eta \leq \zeta + \delta - \alpha \). By (22.15.8), \( V(\eta) \) decreases steadily as \( \eta \) increases, except at its discontinuities, where \( V(\eta) \) increases. Hence, in our interval, either \( V(\eta_0) = 0 \) for some \( \eta_0 \) or \( V(\eta) \) changes sign at most once. In the first case, we use (22.15.10) and Theorem 436 and have

\[ \int_{\zeta}^{\zeta+\delta} |V(\eta)| \ d\eta = \int_{\zeta}^{\eta_0} + \int_{\eta_0}^{\eta_0 + \alpha} + \int_{\eta_0 + \alpha}^{\zeta+\delta} |V(\eta)| \ d\eta \]

\[ \leq \alpha(\eta_0 - \zeta) + \frac{1}{2} \alpha^2 + \alpha(\zeta + \delta - \eta_0 - \alpha) + o(1) \]

\[ = \alpha(\delta - \frac{1}{2} \alpha) + o(1) = \alpha' \delta + o(1) \]

for large \( \zeta \), where

\[ \alpha' = \alpha \left( 1 - \frac{\alpha}{2 \delta} \right) < \alpha. \]

In the second case, if \( V(\eta) \) changes sign just once at \( \eta = \eta_1 \) in the interval \( \zeta \leq \eta \leq \zeta + \delta - \alpha \), we have

\[ \int_{\zeta}^{\zeta+\delta - \alpha} |V(\eta)| \ d\eta = \left| \int_{\zeta}^{\eta_1} V(\eta) \ d\eta \right| + \left| \int_{\eta_1}^{\zeta+\delta - \alpha} V(\eta) \ d\eta \right| < 2 \Lambda_1, \]
while, if $V(\eta)$ does not change sign at all in the interval, we have
\[
\int_{\xi}^{\xi+\delta} |V(\eta)| \, d\eta = \int_{\xi}^{\xi+\delta} V(\eta) \, d\eta < A_1
\]
by Theorem 435. Hence
\[
\int_{\xi}^{\xi+\delta} |V(\eta)| \, d\eta = \int_{\xi}^{\xi+\delta} |V(\eta)| \, d\eta < 2A_1 + \alpha^2 + o(1) = \alpha' \delta + o(1),
\]
where
\[
\alpha'' = \frac{2A_1 + \alpha^2}{\delta} = \alpha\left(\frac{4A_1 + 2\alpha^2}{4A_1 + 3\alpha^2}\right) = \alpha\left(1 - \frac{\alpha}{2\delta}\right) = \alpha'.
\]

Hence we have always
\[
\int_{\xi}^{\xi+\delta} |V(\eta)| \, d\eta \leq \alpha' \delta + o(1),
\]
where $o(1) \to 0$ as $\xi \to \infty$. If $M = [\xi/\delta]$,
\[
\int_{0}^{\xi} |V(\eta)| \, d\eta = \sum_{m=0}^{M-1} \int_{m\delta}^{(m+1)\delta} |V(\eta)| \, d\eta = \int_{0}^{\xi} |V(\eta)| \, d\eta
\]
\[
\leq \alpha' M \delta + o(M) + O(1) = \alpha' \xi + o(\xi).
\]

Hence
\[
\beta = \lim_{\xi \to \infty} \frac{1}{\xi} \int_{0}^{\xi} |V(\eta)| \, d\eta \leq \alpha' < \alpha,
\]
in contradiction to (22.15.11). It follows that $\alpha = 0$, whence we have Theorem 434 and Theorem 6. As we saw on p. 10, Theorem 8 is a trivial deduction from Theorem 6.

22.17. Proof of Theorem 335. Theorem 335 is a simple consequence of Theorem 434. We have
\[
\sum_{n \leq x} \mu(n) \log \left(\frac{x}{n}\right) = O(x)
\]
by Theorem 423 and so
\[
M(x) \log x = \sum_{n \leq x} \mu(n) \log n + O(x).
\]

By Theorem 297, with the notation of § 22.15,
\[
- \sum_{n \leq x} \mu(n) \log n = \sum_{n \leq x} \sum_{d|n} \mu(d) \Lambda(d) = \sum_{d|n} \mu(d) \Lambda(d)
\]
\[
= \sum_{k \leq x} \mu(k) \psi \left(\frac{x}{k}\right) = \sum_{k \leq x} \mu(k) \psi \left(\left\lfloor \frac{x}{k}\right\rfloor \right)
\]
\[
= \sum_{k \leq x} \mu(k) \left\lfloor \frac{x}{k}\right\rfloor + \sum_{k \leq x} \mu(k) R \left(\left\lfloor \frac{x}{k}\right\rfloor \right) = S_3 + S_4
\]
(say). Now, by (22.14.5),
\[ S_3 = \sum_{k \leq x} \mu(k) \left( \frac{x}{k} \right) = \sum_{n \leq x} \sum_{k \mid n} \mu(k) = 1. \]

By Theorem 434, \( R(x) = o(x) \); that is, for any \( \epsilon > 0 \), there is an integer \( N = N(\epsilon) \) such that \( |R(x)| < \epsilon x \) for all \( x \geq N \). Again, by Theorem 414, \( |R(x)| < Ax \) for all \( x \geq 1 \). Hence
\[
|S_4| \leq \sum_{k \leq x} |R\left(\left( \frac{x}{k} \right)\right)| \leq \sum_{k \leq x} \epsilon \left( \frac{x}{k} \right) + \sum_{x/N < k \leq x} A \left( \frac{x}{k} \right)
\leq \epsilon x \log(x/N) + Ax\{\log x - \log(x/N)\} + O(x)
= \epsilon x \log x + O(x).
\]

Since \( \epsilon \) is arbitrary, it follows that \( S_4 = o(x \log x) \) and so
\[
-M(x) \log x = S_3 + S_4 + O(x) = o(x \log x),
\]
whence Theorem 335.

**22.18. Products of \( k \) prime factors.** Let \( k \geq 1 \) and consider a positive integer \( n \) which is the product of just \( k \) prime factors, i.e.
\[
(22.18.1) \quad n = p_1 p_2 \cdots p_k.
\]

In the notation of § 22.10, \( Q(n) = k \). We write \( \tau_k(x) \) for the number of such \( n \leq x \). If we impose the additional restriction that all the \( p \) in (22.18.1) shall be different, \( n \) is quadratfrei and \( w(n) = Q(n) = k \).

We write \( \pi_k(x) \) for the number of these (quadratfrei) \( n \leq x \). We shall prove

**THEOREM 437 :** \( \pi_k(x) \sim \tau_k(x) \sim x (\log \log x)^{k-1} / ((k-1)! \log x) \) \( (k \geq 2) \).

For \( k = 1 \), this result would reduce to Theorem 6, if, as usual, we take \( 0! = 1 \).

To prove Theorem 437, we introduce three auxiliary functions, viz.
\[
L_k(x) = \sum_{p_1 p_2 \cdots p_k} \frac{1}{p_1 p_2 \cdots p_k}, \quad \Pi_k(x) = \sum_{n \leq x} 1, \quad \vartheta_k(x) = \sum \log(p_1 p_2 \cdots p_k),
\]

where the summation in each case extends over all sets of primes \( p_1, p_2, \ldots, p_k \) such that \( p_1 \cdots p_k \leq x \), two sets being considered different even if they differ only in the order of the \( p \). If we write \( c_n \) for the number of ways in which \( n \) can be represented in the form (22.18.1), we have
\[
\Pi_k(x) = \sum_{n \leq x} c_n, \quad \vartheta_k(x) = \sum_{n \leq x} c_n \log n.
\]
If all the \( p \) in (22.18.1) are different, \( c_n = k! \), while in any case \( c_n \leq k! \). If \( n \) is not of the form (22.18.1), \( c_n = 0 \). Hence
\[
(22.182) \quad k! \pi_k(x) \leq \Pi_k(x) \leq k! \tau_k(x) \quad (k \geq 1).
\]
Again, for \( k \geq 2 \), consider those \( n \) which are of the form (22.18.1) with at least two of the \( p \) equal. The number of these \( n \leq x \) is \( \tau_k(x) - \pi_k(x) \). Every such \( n \) can be expressed in the form (22.18.1) with \( p_{k-1} = p_k \) and so
\[
(22.18.3) \quad \tau_k(x) - \pi_k(x) \leq \sum_{p_1, p_2, \ldots, p_{k-1} \leq x} 1 \leq \sum_{p_1, p_2, \ldots, p_{k-1} \leq x} 1 = \Pi_{k-1}(x) \quad (k \geq 2).
\]
We shall prove below that
\[
(22.18.4) \quad \delta_k(x) \sim kx(\log \log x)^{k-1} \quad (k \geq 2).
\]
By (22.5.2) with \( f(t) = \log t \), we have
\[
\delta_k(x) = \Pi_k(x) \log x - \int_2^x \frac{\Pi_k(t)}{t} \, dt.
\]
Now \( \tau_k(x) \leq x \) and so, by (22.18.2), \( \Pi_k(t) = O(t) \) and
\[
\int_2^x \frac{\Pi_k(t)}{t} \, dt = o(x).
\]
Hence, for \( k \geq 2 \),
\[
(22.18.5) \quad \Pi_k(x) = \frac{\delta_k(x)}{\log x} + O\left(\frac{x}{\log x}\right) \sim \frac{kx(\log \log x)^{k-1}}{\log x}
\]
by (22.18.4). But this is also true for \( k = 1 \) by Theorem 6, since \( \Pi_1(x) = \pi(x) \). When we use (22.18.5) in (22.18.2) and (22.18.3), Theorem 437 follows at once.

We have now to prove (22.18.4). For all \( k \geq 1 \),
\[
k\delta_{k+1}(x) = \sum_{p_1, \ldots, p_{k+1} \leq x} \left\{ \log(p_2p_3\ldots p_{k+1}) + \log(p_1p_3p_4\ldots p_{k+1}) + \ldots + \log(p_1p_2\ldots p_k) \right\}
\]
\[
= (k+1) \sum_{p_1, \ldots, p_{k+1} \leq x} \log(p_2p_3\ldots p_{k+1}) = (k+1) \sum_{p_1 \leq x} \delta_k \left( \frac{x}{p_1} \right)
\]
and, if we put \( L_s(s) = 1 \),
\[
L_k(x) = \sum_{p_1, \ldots, p_k \leq x} \frac{1}{p_1 \ldots p_k} = \sum_{p_1 \leq x} \frac{1}{p_1} L_{k-1} \left( \frac{x}{p_1} \right).
\]
Hence, if we write
\[
f_k(x) = \delta_k(x) - kx L_{k-1}(x),
\]
we have
\[
k f_{k+1}(x) = (k+1) \sum_{p \leq x} f_k \left( \frac{x}{p} \right).
\]
We use this to prove by induction that

$$f_k(x) = o\{x(\log \log x)^{k-1}\} \quad (k \geq 1).$$

First

$$f_1(x) = \delta_1(x) - x = 79(x) - x = o(x)$$

by Theorems 6 and 420, so that (22.187) is true for \(k = 1\). Let us suppose (22.187) true for \(k = K \geq 1\) so that, for any \(\epsilon > 0\), there is an \(x_0 = x_0(K, \epsilon)\) such that

$$|f_K(x) < \epsilon x(\log \log x)^{K-1}$$

for all \(x \geq x_0\). From the definition of \(f_K(x)\), we see that

$$|f_K(x)| < D$$

for \(1 \leq x < x_0\), where \(D\) depends only on \(K\) and \(\epsilon\). Hence

$$\sum_{p \leq x/x_0} \left| f_K \left( \frac{x}{p} \right) \right| < \epsilon (\log \log x)^{K-1} \sum_{p \leq x/x_0} \frac{x}{p}$$

$$< 2\epsilon x(\log \log x)^K$$

for large enough \(x\), by Theorem 427. Again

$$\sum_{x/x_0 < p \leq x} \left| f_K \left( \frac{x}{p} \right) \right| < D \pi(x) < Dx.$$

Hence, by (22.18.6), since \(K + 1 \leq 2K\),

$$|f_{K+1}(x)| < 2x\{2\epsilon (\log \log x)^K + D\} < 5\epsilon x(\log \log x)^K$$

for \(x > x_1 = x_1(\epsilon, D, K) = x_1(\epsilon, K)\). Since \(\epsilon\) is arbitrary, this implies (22.18.7) for \(k = K + 1\) and it follows for all \(k \geq 1\) by induction.

After (22.18.7), we can complete the proof of (22.18.4) by showing that

$$L_k(x) \sim (\log \log x)^k \quad (k \geq 1).$$

In (22.18.1), if every \(p_i \leq x^{1/k}\), then \(n \leq x\); conversely, if \(n \leq x\), then \(p_i \leq x\) for every \(i\). Hence

$$\left( \sum_{p \leq x^{1/k}} \frac{1}{p} \right)^k \leq L_k(x) \leq \left( \sum_{p \leq x} \frac{1}{p} \right)^k.$$

But, by Theorem 427,

$$\sum_{p \leq x} \frac{1}{p} \sim \log \log x,$$

$$\sum_{p \leq x^{1/k}} \frac{1}{p} \sim \log \left( \frac{\log x}{k} \right) \sim \log \log x,$$

and (22.18.8) follows at once.
22.19. Primes in an interval. Suppose that $\varepsilon > 0$, so that

$$\pi(x + \varepsilon x) - \pi(x) = \frac{x + \varepsilon x}{\log x + \log(1 + \varepsilon)} - \frac{x}{\log x} + o\left(\frac{x}{\log x}\right).$$

The last expression is positive provided that $x > x_0(\varepsilon)$. Hence there is always a prime $p$ satisfying

$$x < p < (1 + \varepsilon)x$$

when $x > x_0(\varepsilon)$. This result may be compared with Theorem 418. The latter corresponds to the case $\varepsilon = 1$ of (22.19.2), but holds for all $x \geq 1$.

If we put $\varepsilon = 1$ in (22.19.1), we have

$$\pi(2x) - \pi(x) = \frac{x}{\log x} + o\left(\frac{x}{\log x}\right) \sim \pi(x).$$

Thus, to a first approximation, the number of primes between $x$ and $2x$ is the same as the number less than $x$. At first sight this is surprising, since we know that the primes near $x$ 'thin out' (in some vague sense) as $x$ increases. In fact, $\pi(2x) - 2\pi(x) \to -\infty$ as $x \to \infty$ (though we cannot prove this here), but this is not inconsistent with (22.19.3), which is equivalent to

$$\pi(2x) - 2\pi(x) = o(\pi(x)).$$

22.20. A conjecture about the distribution of prime pairs $p, p + 2$. Although, as we remarked in § 1.4, it is not known whether there is an infinity of prime-pairs $p, p + 2$, there is an argument which makes it plausible that

$$P_2(x) \sim \frac{2C_2 x}{(\log x)^2},$$

where $P_2(x)$ is the number of these pairs with $p \leq x$ and

$$C_2 = \prod_{p \geq 3} \left\{\frac{p(p-2)}{(p-1)^2}\right\} = \prod_{p \geq 3} \left\{1 - \frac{1}{(p-1)^2}\right\}. $$

We take $x$ any large positive number and write

$$N = \prod_{p \leq x} p. $$

We shall call any integer $n$ which is prime to $N$, i.e. any $n$ not divisible by any prime $p$ not exceeding $\sqrt{x}$, a *special* integer and denote by $S(X)$ the number of special integers which are less than or equal to $X$. By Theorem 62,

$$S(N) = \phi(N) = N \prod_{p \leq \sqrt{x}} \left(1 - \frac{1}{p}\right) \equiv NB(x)$$

(say). Hence the proportion of special integers in the interval $(1, N)$ is $B(x)$. It is easily seen that the proportion is the same in any complete set of residues (mod $N$) and so in any set of $rN$ consecutive integers for any positive integral $r$. 
If the proportion were the same in the interval \((1, x)\), we should have
\[
S(x) = xB(x) \sim \frac{2e^{-\gamma x}}{\log x}
\]
by Theorem 429. But this is false. For every composite \(n\) not exceeding \(x\) has a prime factor not exceeding \(\sqrt{x}\) and so the special \(n\) not exceeding \(x\) are just the primes between \(\sqrt{x}\) (exclusive) and \(x\) (inclusive). We have then
\[
S(x) = \pi(x) - \pi(\sqrt{x}) \sim \frac{x}{\log x}
\]
by Theorem 6. Hence the proportion of special integers in the interval \((1, x)\) is about \(\frac{1}{2} e^\gamma\) times the proportion in the interval \((1, N)\).

There is nothing surprising in this, for, in the notation of § 22.1,
\[
\log N = \vartheta(\sqrt{x}) \sim \sqrt{x}
\]
by Theorems 413 and 434, and so \(N\) is much greater than \(x\). The proportion of special integers in every interval of length \(N\) need not be the same as that in a particular interval of (much shorter) length \(x\).† Indeed, \(S(\sqrt{x}) = 0\), and so in the particular interval \((1, \sqrt{x})\) the proportion is 0. We observe that the proportion in the interval \((N-x, N)\) is again about \(1/\log x\), and that in the interval \((N- \sqrt{x}, N)\) is again 0.

Next we evaluate the number of pairs \(n, n+2\) of special integers for which \(n \leq N\). If \(n\) and \(n+2\) are both special, we must have
\[
n \equiv 1 \pmod{2}, \quad n \equiv 2 \pmod{3}
\]
and \(n \equiv 1, 2, 3, ..., p-3\) or \(p-1 \pmod{p}\) \((3 < p \leq \sqrt{x})\).

The number of different possible residues for \(n \pmod{N}\) is therefore
\[
\prod_{3 \leq p \leq \sqrt{x}} (p-2) = \frac{1}{3} N \prod_{3 \leq p \leq \sqrt{x}} \left(1 - \frac{2}{p}\right) = NB_1(x)
\]
(say) and this is the number of special pairs \(n, n+2\) with \(n \leq N\).

Thus the proportion of special pairs in the interval \((1, N)\) is \(B_1(x)\) and the same is clearly true in any interval of \(rN\) consecutive integers. In the smaller interval \((1, x)\), however, the proportion of special integers is about \(\frac{1}{2} e^\gamma\) times the proportion in the longer intervals. We may therefore expect (and it is here only that we ‘expect’ and cannot prove) that the proportion of special \emph{pairs} \(n, n+2\) in the interval \((1, x)\) is about \((\frac{1}{2} e^\gamma)^2\) times the proportion in the longer intervals. But the special pairs in the interval \((1, x)\) are the prime pairs \(p, p+2\) in the interval \((\sqrt{x}, x)\). Hence we should expect that
\[
P_2(x) - P_2(\sqrt{x}) \sim \frac{1}{4} e^{2\gamma} x B_1(x).
\]

† Considerations of this kind explain why the usual ‘probability’ arguments lead to the wrong asymptotic value for \(n(x)\).
By Theorem 429,
\[ B(x) \sim \frac{2e^{-\gamma}}{\log x} \]
and so
\[ \frac{1}{e^{2\gamma}} B_1(x) \sim \frac{1}{(\log x)^2} \frac{B_1(x)}{\{B(x)\}^2}. \]
But
\[ \frac{B_1(x)}{\{B(x)\}^2} = 2 \prod_{3 \leq p \leq x} \frac{(1 - 2/p)}{(1 - 1/p)^2} = 2 \prod_{3 \leq p \leq x} \frac{p(p-2)}{(p-1)^2} \to 2C_2 \]
as \( x \to \infty \). Since \( P_x(\sqrt{x}) = O(\sqrt{x}) \), we have finally the result (22.20.1).

NOTES ON CHAPTER XXII

§§ 22.1, 2, and 4. The theorems of these sections are essentially Tchebychef's. Theorem 416 was found independently by de Polignac. Theorem 415 is an improvement of a result of Tchebychef; the proof we give here is due to Erdős and Kalmar.

There is full information about the history of the theory of primes in Dickson's History (i, ch. xviii), in Ingham's tract (introduction and ch. i), and in Landau's Handbuch (3-102 and 883-5); and we do not give detailed references.

There is also an elaborate account of the early history of the theory in Torelli, Sulla totalità dei numeri primi, Atti della R. Acad. di Napoli (2) 11 (1902), 1-222; and shorter ones in the introductions to Glaisher's Factor table for the sixth million (London, 1883) and Lehmer's table referred to in the note on § 1.4.

§ 22.3. 'Bertrand's postulate' is that, for every \( n > 3 \), there is a prime \( p \) satisfying \( n < p < 2n-2 \). Bertrand verified this for \( n < 3,000,000 \) and Tchebychef proved it for all \( n > 3 \) in 1850. Our Theorem 418 states a little less but the proof could be modified to prove the better result. Our proof is due to Erdős, Acta Litt. Ac. Sci. (Szeged), 5 (1932), 1948.


§ 22.7. Euler proved in 1737 that \( \sum p^{-1} \) and \( \prod (1-p) \) are divergent.


§ 22.10. Theorem 430 is stated, in a rather more precise form, by Hardy and Ramanujan, Quarterly Journal of Math. 48 (1917), 76-92 (no. 35 of Ramanujan's Collected papers). It may be older, but we cannot give any reference.

§§ 22.11-13. These theorems were first proved by Hardy and Ramanujan in the paper referred to in the preceding note. The proof given here is due to Turan, Journal London Math. Soc. 9 (1934), 274-6, except for a simplification suggested to us by Mr. Marshall Hall.

Turan [ibid. 11 (1936), 125-33] has generalized the theorems in two directions. §§ 22.14-16. A. Selberg gives his theorem in the forms
\[ \psi(x) \log x + \sum_{p \leq x} \psi\left( \frac{x}{p} \right) \log p = 2x \log x + O(x) \]
and
\[ \sum_{p \leq x} \log^2 p + \sum_{p \leq x} \log p \log p' = 2x \log x + O(x). \]
These may be deduced without difficulty from Theorem 433. There are two essentially different methods by which the Prime Number Theorem may be deduced from Selberg's theorem. For the first, due to Erdős and Selberg jointly, see Proc. Nat. Acad. Sci. 35 (1949), 374–84 and for the second, due to Selberg alone, see Annals of Math. 50 (1949), 305–13. Both methods are more 'elementary' (in the logical sense) than the one we give, since they avoid the use of the integral calculus at the cost of a little complication of detail. The method which we use in §§ 22.15 and 16 is based essentially on Selberg's own method. For the use of \( \psi(x) \) instead of \( \theta(x) \), the introduction of the integral calculus and other minor changes, see Wright, Proc. Roy. Soc. Edinburgh, 63 (1951), 257-67.

For an alternative exposition of the elementary proof of Theorem 6, see van der Corput, Colloques sur la théorie des nombres (Liège 1956). See Errera (ibid. 111-18) for the shortest (non-elementary) proof. The same volume (pp. 9-66) contains a reprint of the original paper in which de la Vallée Poussin (contemporaneously with Hadamard, but independently) gave the first proof (1896).


§ 22.18. Landau proved Theorem 437 in 1900 and found more detailed asymptotic expansions for \( \pi_k(x) \) and \( \tau_k(x) \) in 1911. Subsequently Shah (1933) and S. Selberg (1940) obtained results of the latter type by more elementary means. For our proof and references to the literature, see Wright, Proc. Edinburgh Math. Soc. 9 (1954), 87-90.

§22.20. This type of argument can be applied to obtain similar conjectural asymptotic formulae for the number of prime-triplets and of longer blocks of primes. These formulae agree very closely with the results of counts. They were found by a different method by Hardy and Littlewood [Acta Math. 44 (1923), 1-70 (43)], who give references to work by Staeckel and others. See also Cherwell, Quarterly Journal of Math. (Oxford), 17 (1946), 46-62, for another simple heuristic method.

The ideas in this section had their origin in correspondence and conversation with the late Lord Cherwell. See Cherwell and Wright, Quart. J. of Math. 11 (1960), 60-63, for a fuller account. See also Polya, Amer. Math. Monthly 66 (1959), 375-84.

The formulae agree very well with the results of counts. D. H. and E. Lehmer have carried these out (on the SWAC computer) for various prime pairs, triplets, and quadruplets up to 40 million; and the resulting tables have been deposited in the Unpublished Math. Tables file of Math. tables and other aids to computation. Leech has carried out similar counts (on EDSAC), including certain quintuplets and sextuplets, up to 10 million.
23.1. Kronecker’s theorem in one dimension. Dirichlet’s Theorem 201 asserts that, given any set of real numbers \( \vartheta_1, \vartheta_2, \ldots, \vartheta_k \), we can make \( n\vartheta_1, n\vartheta_2, \ldots, n\vartheta_k \) all differ from integers by as little as we please. This chapter is occupied by the study of a famous theorem of Kronecker which has the same general character as this theorem of Dirichlet but lies considerably deeper. The theorem is stated, in its general form, in § 23.4, and proved, by three different methods, in §§ 23.7–9. For the moment we consider only the simplest case, in which we are concerned with a single \( \vartheta \).

Suppose that we are given two numbers \( 6 \) and \( \alpha \). Can we find an integer \( n \) for which

\[
n\vartheta - \alpha
\]

is nearly an integer? The problem reduces to the simplest case of Dirichlet’s problem when \( \alpha = 0 \).

It is obvious at once that the answer is no longer unrestrictedly affirmative. If \( 6 \) is a rational number \( a/b \), in its lowest terms, then \( (n\vartheta) = n\vartheta - \lfloor n\vartheta \rfloor \) has always one of the values

\[
0, \frac{1}{b}, \frac{2}{b}, \ldots, \frac{b - 1}{b}.
\]

If \( 0 < \alpha < 1 \), and \( \alpha \) is not one of (23.1.1), then

\[
\left| \frac{r}{b} - \alpha \right| \quad (r = 0, 1, \ldots, b)
\]

has a positive minimum \( \mu \), and \( n\vartheta - \alpha \) cannot differ from an integer by less than \( \mu \).

Plainly \( \mu \leq 1/2b \), and \( \mu \rightarrow 0 \) when \( b \rightarrow \infty \); and this suggests the truth of the theorem which follows.

Theorem 438. If \( \vartheta \) is irrational, \( \alpha \) is arbitrary, and \( N \) and \( \epsilon \) are positive, then there are integers \( n \) and \( p \) such that \( n > N \) and

\[
(23.1.2) \quad |n\vartheta - p - \alpha| < \epsilon.
\]

We can state the substance of the theorem more picturesquely by using the language of § 9.10. It asserts that there are \( n \) for which \( (n\vartheta) \) is as near as we please to any number in \((0, 1)\), or, in other words,
Theorem 439. *If* \( \theta \) is irrational, *then* the set of points \((n \theta)\) *is dense in the interval* \((0, 1)\).†

Either of Theorems 438 and 439 may be called ‘Kronecker’s theorem in one dimension’.

23.2. Proofs of the one-dimensional theorem. Theorems 438 and 439 are easy, but we give several proofs, to illustrate different ideas important in this field of arithmetic. Some of our arguments are, and some are not, extensible to space of more dimensions.

(i) By Theorem 201, with \( k = 1 \), there are integers \( n_1 \) and \( p \) such that \(|n_1 \theta - p| < \epsilon\). The point \((n_1 \theta)\) is therefore within a distance \( \epsilon \) of either 0 or 1. The series of points

\[(n_1 \theta), (2n_1 \theta), (3n_1 \theta), \ldots,\]

continued so long as may be necessary, mark a chain (in one direction or the other) across the interval \((0, 1)\) whose mesh\( \dagger \) is less than \( \cdot \). There is therefore a point \((kn_1 \theta)\) or \((n \theta)\) within a distance \( \epsilon \) of any CY of \((0, 1)\).

(ii) We can restate (i) so as to avoid an appeal to Theorem 201, and we do this explicitly because the proof resulting will be the model of our first proof in space of several dimensions.

We have to prove the set \( S \) of points \( P_n \) or \((n \theta)\), with \( n = 1, 2, 3, \ldots, \) dense in \((0, 1)\). Since \( \theta \) is irrational, no point falls at 0, and no two points coincide. The set has therefore a limit point, and there are pairs \((P_n, P_{n+r})\), with \( r > 0 \), and indeed with arbitrarily large \( r \), as near to one another as we please.

We call the directed stretch \( P_n P_{n+r} \) a vector. If we mark off a stretch \( P_m Q \), equal to \( P_n P_{n+r} \) and in the same direction, from any \( P_m \), then \( Q \) is another point of \( S \), and in fact \( P_{m+r} \). It is to be understood, when we make this construction, that if the stretch \( P_m Q \) would extend beyond 0 or 1, then the part of it so extending is to be replaced by a congruent part measured from the other end 1 or 0 of the interval \((0, 1)\).

There are vectors of length less than \( \epsilon \), and such vectors, with \( r > N \), extending from any point of \( S \) and in particular from \( P_1 \). If we measure off such a vector repeatedly, starting from \( P_1 \), we obtain a chain of points with the same properties as the chain of (i), and can complete the proof in the same way.

† We may seem to have lost something when we state the theorem thus (viz. the inequality \( n_1 > N \)). But it is plain that, if there are points of the set as near as we please to every \( \alpha \) of \((0, 1)\), then among these points there are points for which \( n \) is as large as we please.

\( \dagger \) The distance between consecutive points of the chain.
(iii) There is another interesting ‘geometrical’ proof which cannot be extended, easily at any rate, to space of many dimensions.

We represent the real numbers, as in § 3.8, on a circle of unit circumference instead of on a straight line. This representation automatically rejects integers; 0 and 1 are represented by the same point of the circle and so, generally, are \((n\delta)\) and \(n\delta\).

To say that \(S\) is dense on the circle is to say that every \(\alpha\) belongs to the derived set \(S'\). If \(\alpha\) belongs to \(S\) but not to \(S'\), there is an interval round \(\alpha\) free from points of \(S\), except for \(\alpha\) itself, and therefore there are points near \(\alpha\) belonging neither to \(S\) nor to \(S'\). It is therefore sufficient to prove that every \(\alpha\) belongs either to \(S\) or to \(S'\).

If \(\alpha\) belongs neither to \(S\) nor to \(S'\), there is an interval \((\alpha-\delta, \alpha+\delta')\), with positive \(\delta\) and \(\delta'\), which contains no point of \(S\) inside if; and among all such intervals there is a greatest.† We call this maximum interval \(I(\alpha)\) the excluded interval of \(\alpha\).

It is plain that, if \(\alpha\) is surrounded by an excluded interval \(I(\alpha)\), then \(\alpha-\delta\) is surrounded by a congruent excluded interval \(I(\alpha-\delta)\). We thus define an infinite series of intervals

\[
I(\alpha), I(\alpha-\delta), I(\alpha-2\delta), \ldots
\]

similarly disposed about the points \(\alpha, \alpha-\delta, \alpha-2\delta, \ldots\). No two of these intervals can coincide, since \(6\) is irrational; and no two can overlap, since two overlapping intervals would constitute together a larger interval, free from points of \(S\), about one of the points. This is a contradiction, since the circumference cannot contain an infinity of non-overlapping intervals of equal length. The contradiction shows that there can be no interval \(I(\alpha)\), and so proves the theorem.

(iv) Kronecker’s own proof is rather more sophisticated, but proves a good deal more. It proves

**Theorem 440.** If \(\delta\) is irrational, \(\alpha\) is arbitrary, and \(N\) positive, then there is an \(n > N\) and a \(p\) for which

\[
|n\delta - p - \alpha| < \frac{3}{n}.
\]

It will be observed that this theorem, unlike Theorem 438, gives a definite bound for the ‘error’ in terms of \(n\), of the same kind (though not so precise) as those given by Theorems 183 and 193 when \(\alpha = 0\).

† We leave the formal proof, which depends upon the construction of ‘Dedekind sections’ of the possible values of \(\delta\) and \(\delta'\), and is of a type familiar in elementary analysis, to the reader.
By Theorem 193 there are coprime integers \( q > 2N \) and \( r \) such that
\[
|q^\delta - r| < \frac{1}{q}.
\]
Suppose that \( Q \) is the integer, or one of the two integers, such that
\[
|q^\alpha - Q| \leq \frac{1}{2}.
\]
We can express \( Q \) in the form
\[
Q = vr - uq,
\]
where \( u \) and \( v \) are integers and
\[
|v| \leq \frac{1}{2} q.
\]
Then
\[
q(v^\delta - u - \alpha) = v(q^\delta - r) - (q^\alpha - Q),
\]
and therefore
\[
|q(v^\delta - u - \alpha)| < \frac{1}{2} q \cdot \frac{1}{q} + \frac{1}{2} = 1,
\]
by (23.2.1), (23.2.2), and (23.2.4). If now we write
\[
n = q + v, \quad P = r + u,
\]
then
\[
N < \frac{1}{2} q \leq n \leq \frac{3}{2} q,
\]
and
\[
|n^\delta - p - \alpha| \leq |v^\delta - u - \alpha| + |q^\delta - r| < \frac{1}{q} + \frac{1}{2} = \frac{2}{q} \leq \frac{3}{n},
\]
by (23.2.1), (23.2.5), and (23.2.6).

It is possible to refine upon the 3 of the theorem, but not, by this method, in a very interesting way. We return to this question in Ch. XXIV.

23.3. The problem of the reflected ray. Before we pass to the general proof of Kronecker's theorem, we shall apply the special case already proved to a simple but entertaining problem of plane geometry solved by König and Szücs.

The sides of a square are reflecting mirrors. A ray of light leaves a point inside the square and is reflected repeatedly in the mirrors. What is the nature of its path?†

**Theorem 441.** Either the path is closed and periodic or it is dense in the square, passing arbitrarily near to every point of the square. A necessary and sufficient condition for periodicity is that the angle between a side of the square and the initial direction of the ray should have a rational tangent.

† It may happen exceptionally that the ray passes through a corner of the square. In this case we assume that it returns along its former path. This is the oonvention suggested by considerations of continuity.
In Fig. 10 the parallels to the axes are the lines
\[ x = l + \frac{1}{2}, \quad Y = m + \frac{1}{2}, \]
where \( l \) and \( m \) are integers. The thick square, of side 1, round the origin is the square of the problem and \( P \), or \((a, b)\), is the starting-point. We construct all images of \( P \) in the mirrors, for direct or repeated reflection. A moment's thought will show that they are of four types, the coordinates of the images of the different types being

(A) \( a + 2l, b + 2m \);  \hspace{1cm} (B) \( a + 2l, -b + 2m + 1 \);

(C) \(-a + 2l + 1, b + 2m \);  \hspace{1cm} (D) \(-a + 2l + 1, -b + 2m + 1 \);

where \( l \) and \( m \) are arbitrary integers.† Further, if the velocity at \( P \) has direction cosines \( \lambda, \mu \), then the corresponding images of the velocity have direction cosines

(A) \( \lambda, \mu \);  \hspace{1cm} (B) \( \lambda, -\mu \);  \hspace{1cm} (C) \(-\lambda, \mu \);  \hspace{1cm} (D) \(-\lambda, -\mu \).

We may suppose, on grounds of symmetry, that \( \mu \) is positive.

† The \( x \)-coordinate takes \( dl \) values derived from \( a \) by the repeated use of the substitutions \( x' = 1 - x \) and \( x' = -1 - x \). The figure shows the images corresponding to non-negative \( l \) and \( m \).
If we think of the plane as divided into squares of unit side, the interior of a typical square being

\( l - \frac{1}{2} < x < l + \frac{1}{2}, \quad m - \frac{1}{2} < y < m + \frac{1}{2}, \)

then each square contains just one image of every point in the original square

\( -\frac{1}{2} < x < \frac{1}{2}, \quad -\frac{1}{2} < y < \frac{1}{2}; \)

and, if the image in (23.3.1) of any point in the original square is of type A, B, C, or D, then the image in (23.3.1) of any other point in the original square is of the same type.

We now imagine \( P \) moving with the ray. When \( P \) meets a mirror at \( Q \), it coincides with an image; and the image of \( P \) which momentarily coincides with \( P \) continues the motion of \( P \), in its original direction, in one of the squares adjacent to the fundamental square. We follow the motion of the image, in this square, until it in its turn meets a side of the square. It is plain that the original path of \( P \) will be continued indefinitely in the same line \( L \), by a series of different images.

The segment of \( L \) in any square (23.3.1) is the image of a straight portion of the path of \( P \) in the original square. There is a one-to-one correspondence between the segments of \( L \), in different squares (23.3.1), and the portions of the path of \( P \) between successive reflections, each segment of \( L \) being an image of the corresponding portion of the path of \( P \).

The path of \( P \) in the original square will be periodic if \( P \) returns to its original position moving in the same direction; and this will happen if and only if \( L \) passes through an image of type A of the original \( P \). The coordinates of an arbitrary point of \( L \) are

\[ x = a + \lambda t, \quad y = b + \mu t. \]

Hence the path will be periodic if and only if

\[ \lambda t = 2l, \quad \mu t = 2m \]

for some \( t \) and integral \( l, m \); i.e. if \( \lambda/\mu \) is rational.

It remains to show that, when \( \lambda/\mu \) is irrational, the path of \( P \) approaches arbitrarily near to every point \( (\xi, \eta) \) of the square. It is necessary and sufficient for this that \( L \) should pass arbitrarily near to some image of \( (\xi, \eta) \) and sufficient that it should pass near some image of \( (\xi, \eta) \) of type A, and this will be so if

\( |a + \lambda t - \xi - 2l| < \epsilon, \quad |b + \mu t - \eta - 2m| < \epsilon \)

for every \( \xi \) and \( \eta \), any positive \( \epsilon \), some positive \( t \), and appropriate integral \( l \) and \( m \).
23.3. Kronecker's Theorem

We take \( t = \frac{\eta + 2m - b}{\mu} \),

when the second of (23.3.2) is satisfied automatically. The first inequality then becomes

\[
(23.3.3) \quad |m\vartheta - \omega - l| < \frac{1}{2} \epsilon,
\]

where \( \vartheta = \frac{\lambda}{\mu}, \quad \omega = (b - \eta) \frac{\lambda}{2\mu} - \frac{1}{2}(a - \xi). \)

Theorem 438 shows that, when \( \vartheta \) is irrational, there are 1 and \( m \), large enough to make \( t \) positive, which satisfy (23.3.3).

23.4. Statement of the general theorem. We pass to the general problem in space of \( k \) dimensions. The numbers \( \vartheta_1, \vartheta_2, \ldots, \vartheta_k \) are given, and we wish to approximate to an arbitrary set of numbers \( \alpha_1, \alpha_2, \ldots, \alpha_k \), integers apart, by equal multiples of \( \vartheta_1, \vartheta_2, \ldots, \vartheta_k \). It is plain, after § 23.1, that the \( \vartheta \) must be irrational, but this condition is not a sufficient condition for the possibility of the approximation.

Suppose for example, to fix our ideas, that \( k = 2 \), that \( \vartheta, \phi, \alpha, \beta \) are positive and less than 1, and that \( \vartheta \) and \( \phi \) (whether rational or irrational) satisfy a relation

\[
a \vartheta + b \phi + c = 0
\]

with integral \( a, b, c \). Then

\[
a n \vartheta + b n \phi
\]

and

\[
a(n \vartheta) + b(n \phi)
\]

are integers, and the point whose coordinates are \( (n \vartheta) \) and \( (n \phi) \) lies on one or other of a finite number of straight lines. Thus Fig. 11 shows the case \( a = 2, b = 3 \), when the point lies on one or other of the lines \( 2x + 3y = v \) \((v = 1, 2, 3, 4)\). It is plain that, if \((\alpha, \beta)\) does not lie on one of these lines, it is impossible to approximate to it with more than a certain accuracy.

We shall say that a set of numbers

\[ \xi_1, \xi_2, \ldots, \xi_r \]

is linearly independent if no linear relation

\[
a_1 \xi_1 + a_2 \xi_2 + \ldots + a_r \xi_r = 0,
\]

is true.
with integral coefficients, not all zero, holds between them. Thus, if \( p_1, p_2, \ldots, p_r \) are different primes, then
\[
\log p_1, \log p_2, \ldots, \log p_r
\]
are linearly independent; for
\[
a_1 \log p_1 + a_2 \log p_2 + \ldots + a_r \log p_r = 0
\]
is
\[
p_1^{a_1} p_2^{a_2} \ldots p_r^{a_r} = 1,
\]
which contradicts the fundamental theorem of arithmetic.

We now state Kronecker’s theorem in its general form.

**Theorem 4.42.** If \( \delta_1, \delta_2, \ldots, \delta_k, 1 \)
are linearly independent, \( \alpha_1, \alpha_2, \ldots, \alpha_k \) are arbitrary, and \( N \) and \( \epsilon \) are positive, then there are integers
\[
n > N, \quad p_1, p_2, \ldots, p_k
\]
such that
\[
|n\delta_m - p_m - \alpha_m| < \epsilon \quad (m = 1, 2, \ldots, k).
\]

We can also state the theorem in a form corresponding to Theorem 4.39, but for this we must extend the definitions of § 9.10 to \( k \)-dimensional space.

If the coordinates of a point \( P \) of \( k \)-dimensional space are \( x_1, x_2, \ldots, x_k \), and \( \delta \) is positive, then the set of points \( x'_1, x'_2, \ldots, x'_k \) for which
\[
|x'_m - x_m| \leq \delta \quad (m = 1, 2, \ldots, k)
\]
is called a *neighbourhood* of \( P \). The phrases *limit point*, *derivative*, *closed*, dense in itself, and *perfect* are then defined exactly as in §9.10. Finally, if we *describe* the set defined by
\[
0 \leq x_m \leq 1 \quad (m = 1, 2, \ldots, k)
\]
as the ‘unit cube’, then a set of points \( S \) is *dense in the unit cube* if every point of the cube is a point of the derived set \( S' \).

**Theorem 4.43.** If \( \delta_1, \delta_2, \ldots, \delta_k, 1 \) are linearly independent, then the set of points
\[
(n\delta_1), (n\delta_2), \ldots, (n\delta_k)
\]
is dense in the unit cube.

**23.5. The two forms of the theorem.** There is an alternative form of Kronecker’s theorem in which both hypothesis and conclusion assert a little less.

**Theorem 4.44.** If \( \delta_1, \delta_2, \ldots, \delta_k \) are linearly independent, \( \alpha_1, \alpha_2, \ldots, \alpha_k \) are arbitrary, and \( T \) and \( \epsilon \) are positive, then there is a real number \( t \), and integers \( p, p_2, \ldots, p_k \) such that
\[
t > T
\]
and
\[
|t\delta_m - p_m - \alpha_m| < \epsilon \quad (m = 1, 2, \ldots, k).
\]
The fundamental hypothesis in Theorem 444 is weaker than in Theorem 442, since it only concerns linear relations homogeneous in the 6. Thus \( \mathfrak{d}_1 = \sqrt{2}, \mathfrak{d}_6 = 1 \) satisfy the condition of Theorem 444 but not that of Theorem 442; and, in Theorem 444, just one of the \( \mathfrak{d} \) may be rational. The conclusion is also weaker, because \( t \) is not necessarily integral.

It is easy to prove that the two theorems are equivalent. It is useful to have both forms, since some proofs lead most naturally to one form and some to the other.

(1) **Theorem 444 implies Theorem 442.** We suppose, as we may, that every \( \mathfrak{d} \) lies in \((0, 1)\) and that \( \epsilon < 1 \). We apply Theorem 444, with \( k + 1 \) for \( k \), \( N + 1 \) for \( T \), and \( \frac{1}{2} \epsilon \) for \( \epsilon \), to the systems

\[
\mathfrak{d}_1, \mathfrak{d}_2, \ldots, \mathfrak{d}_k, 1; \quad \alpha_1, \alpha_2, \ldots, \alpha_k, 0.
\]

The hypothesis of linear independence is then that of Theorem 442; and the conclusion is expressed by

\[
(23.5.1) \quad t > N + 1, \\
(23.5.2) \quad |t \mathfrak{d}_m - p_m - \alpha_m| < \frac{1}{2} \epsilon \quad (m = 1, 2, \ldots, k), \\
(23.5.3) \quad |t - p_{k+1}| < \frac{1}{2} \epsilon.
\]

From (23.5.1) and (23.5.3) it follows that \( p_{k+1} > N \), and from (23.5.2) and (23.5.3) that

\[
|p_{k+1} \mathfrak{d}_m - p_m - \alpha_m| \leq |t \mathfrak{d}_m - p_m - \alpha_m| + |t - p_{k+1}| < \epsilon.
\]

These are the conclusions of Theorem 442, with \( n = p_{k+1} \).

(2) **Theorem 442 implies Theorem 444.** We now deduce Theorem 444 from Theorem 442. We observe first that Kronecker's theorem (in either form) is 'additive in the or'; if the result is true for a set of \( \mathfrak{d} \) and for \( \alpha_1, \ldots, \alpha_k \), and also for the same Set of 6 and for \( \beta_1, \ldots, \beta_k \), then it is true for the same 6 and for \( \alpha_1 + \beta_1, \ldots, \alpha_k + \beta_k \). For if the differences of \( p \mathfrak{d} \) from \( \alpha \), and of \( q \mathfrak{d} \) from \( \beta \), are nearly integers, then the difference of \((p + q) \mathfrak{d}\) from \( \alpha + \beta \) is nearly an integer.

If \( \mathfrak{d}_1, \mathfrak{d}_2, \ldots, \mathfrak{d}_{k+1} \) are linearly independent, then so are

\[
\frac{\mathfrak{d}_1}{\mathfrak{d}_{k+1}}, \ldots, \frac{\mathfrak{d}_k}{\mathfrak{d}_{k+1}}, 1.
\]

We apply Theorem 442, with \( N = T \), to the system

\[
\frac{\mathfrak{d}_1}{\mathfrak{d}_{k+1}}, \ldots, \frac{\mathfrak{d}_k}{\mathfrak{d}_{k+1}}; \quad \alpha_1, \ldots, \alpha_k.
\]

There are integers \( n > N, p_1, \ldots, p_k \) such that

\[
(23.5.4) \quad \left| \frac{n \mathfrak{d}_m}{\mathfrak{d}_{k+1}} - p_m - \alpha_m \right| < \epsilon \quad (m = 1, 2, \ldots, k).
\]
If we take \( t = n/\vartheta_{k+1} \), then the inequalities (23.5.4) are \( k \) of those required, and
\[
t \vartheta_{k+1} - n | = 0 < \epsilon.
\]
Also \( t \geq n > N = T \). We thus obtain Theorem 444, for
\[
\vartheta_1, \ldots, \vartheta_k, \vartheta_{k+1}; \quad \alpha_1, \ldots, \alpha_k, 0.
\]
We can prove it similarly for
\[
\vartheta_1, \ldots, \vartheta_k, \vartheta_{k+1}; \quad 0, \ldots, 0, \alpha_{k+1},
\]
and the full theorem then follows from the remark at the beginning of (2).

23.6. An illustration. Kronecker’s theorem is one of those mathematical theorems which assert, roughly, that ‘what is not impossible will happen sometimes however improbable it may be’. We can illustrate this ‘astronomically’.

Suppose that \( k \) spherical planets revolve round a point 0 in concentric co-planar circles, their angular velocities being \( 2\pi \omega_1, 2\pi \omega_2, \ldots, 2\pi \omega_k \), that there is an observer at 0, and that the apparent diameter of the inmost planet \( P \), observed from 0, is greater than that of any outer planet.

If the planets are all in conjunction at time \( t = 0 \) (so that \( P \) occults all the other planets), then their angular coordinates at time \( t \) are \( 2\pi \omega_1, \ldots \). Theorem 201 shows that we can choose a \( t \), as large as we please, for which all these angles are as near as we please to integral multiples of \( 2\pi \). Hence occultation of the whole system by \( P \) will recur continually. This conclusion holds for all angular velocities.

If the angular coordinates are initially \( \alpha_1, \alpha_2, \ldots, \alpha_k \), then such an occultation may never occur. For example, two of the planets might be originally in opposition and have equal angular velocities. Suppose, however, that the angular velocities are linearly independent. Then Theorem 444 shows that, for appropriate \( t \), as large as we please, all of
\[
2\pi \omega_1 + \alpha_1, \ldots, 2\pi \omega_k + \alpha_k
\]
will be as near as we please to multiples of \( 2\pi \); and then occultations will recur whatever the initial positions.

23.7. Lettenmeyer’s proof of the theorem. We now suppose that \( k = 2 \), and prove Kronecker’s theorem in this case by a ‘geometrical’ method due to Lettenmeyer. When \( k = 1 \), Lettenmeyer’s argument reduces to that used in §23.2 (ii).

We take the first form of the theorem, and write \( \vartheta, \phi \) for \( \vartheta_1, \vartheta_2 \). We may suppose
\[
0 < \vartheta < 1, \quad 0 < \phi < 1;
\]
and we have to show that if \( \vartheta, \phi, 1 \) are linearly independent then the points \( P_n \) whose coordinates are
\[
(n\vartheta), (n\phi) \quad (n = 1, 2, \ldots)
\]
are dense in the unit square. No two \( P_n \) coincide, and no \( P_n \) lies on a side of the square.

We call the directed stretch
\[
P_n P_{n+r} \quad (n > 0, \ r > 0)
\]
a vector. If we take any point \( P_m \) and draw a vector \( P_m Q \) equal and parallel to the vector \( P_n P_{n+r} \), then the other end \( Q \) of this vector is a point of the set (and in fact \( P_{m+r} \)). Here naturally we adopt the convention corresponding to that of § 23.2 (ii), viz. that, if \( P_m Q \) meets a side of the square, then it is continued in the same direction from the corresponding point on the opposite side of the square.

Since no two points \( P_n \) coincide, the set \( \{ P_n \} \) has a limit point; there are therefore vectors whose length is less than any positive \( \epsilon \), and vectors of this kind for which \( r \) is as large as we please. We call these vectors \( \epsilon \)-vectors. There are \( \epsilon \)-vectors, and \( \epsilon \)-vectors with arbitrarily large \( r \), issuing from every \( P_n \), and in particular from \( P_1 \). If

\[
\epsilon < \min(\delta, \phi, 1-\delta, 1-\phi),
\]

then all \( \epsilon \)-vectors issuing from \( P_1 \) are unbroken, i.e. do not meet a side of the square.

Two cases are possible a priori.

(1) There are two \( \epsilon \)-vectors which are not parallel.† In this case we mark them off from \( P_1 \) and construct the lattice based upon \( P_1 \) and the two other ends of the vectors. Every point of the square is then within a distance \( \epsilon \) of some lattice point, and the theorem follows.

(2) All \( \epsilon \)-vectors are parallel. In this case all \( \epsilon \)-vectors issuing from \( P_1 \) lie along the same straight line, and there are points \( P_r, P_s \) on this line with arbitrarily large suffixes \( r, s \). Since \( P_1, P_r, P_s \) are collinear,

\[
0 = \begin{vmatrix} \delta & \phi & 1 \\ (r\delta) & (r\phi) & 1 \\ (s\delta) & (s\phi) & 1 \end{vmatrix} = \begin{vmatrix} \delta & \phi & 1 \\ r\delta - [r\delta] & r\phi - [r\phi] & 1 \\ s\delta - [s\delta] & s\phi - [s\phi] & 1 \end{vmatrix}
\]

and so

\[
\begin{vmatrix} [r\delta] & [r\phi] \\ [s\delta] & [s\phi] \end{vmatrix} \begin{vmatrix} r - 1 \\ s - 1 \end{vmatrix} = 0,
\]

or

\[
a\delta + b\phi + c = 0,
\]

where \( a, b, c \) are integers. But 6, \( \phi, 1 \) are linearly independent, and therefore \( a, b, c \) are all zero. Hence, in particular,

\[
\begin{vmatrix} [r\phi] \\ [s\phi] \end{vmatrix} \begin{vmatrix} r - 1 \\ s - 1 \end{vmatrix} = 0,
\]

or

\[
\frac{[s\phi]}{s - 1} = \frac{[r\phi]}{r - 1}.
\]

† In the sense of elementary geometry, where we do not distinguish two directions on one straight line.
We can make \( s \to \infty \), since there are \( P_s \) with arbitrarily large \( s \); and we then obtain
\[
\phi = \lim_{s \to 1} \frac{[s\phi]}{s-1} = \frac{[r\phi]}{r-1},
\]
which is impossible because \( \phi \) is irrational.

It follows that case (2) is impossible, so that the theorem is proved.

**23.8. Estermann's proof of the theorem.** Lettenmeyer's argument may be extended to space of \( k \) dimensions, and leads to a general proof of Kronecker's theorem; but the ideas which underlie it are illustrated adequately in the two-dimensional case. In this and the next section we prove the general theorem by two other quite different methods.

Estermann's proof is inductive. His argument shows that the theorem is true in space of \( k \) dimensions if it is true in space of \( k-1 \). It also shows incidentally that the theorem is true in one-dimensional space, so that the proof is self-contained; but this we have proved already, and the reader may, if he pleases, take it for granted.

The theorem in its first form states that, if \( \vartheta_1, \vartheta_2, \ldots, \vartheta_k \) are linearly independent, \( \alpha_1, \alpha_2, \ldots, \alpha_k \) are arbitrary, and \( \epsilon \) and \( \omega \) are positive, then there are integers \( n, p_1, p_2, \ldots, p_k \) such that
\[
(23.8.1) \quad n > \omega
\]
and
\[
(23.8.2) \quad |n\vartheta_m - p_m - \alpha_m| < \epsilon \quad (m = 1, 2, \ldots, k).
\]
Here the emphasis is on large positive values of \( n \). It is convenient now to modify the enunciation a little, and consider both positive and negative values of \( n \). We therefore assert a little more, viz. that, given a positive \( \epsilon \) and \( \omega \), and a \( \lambda \) of either sign, then we can choose \( n \) and the \( p \) to satisfy (23.8.2) and
\[
(23.8.3) \quad |n| > \omega, \quad \text{sign}n = \text{sign} \lambda,
\]
the second equation meaning that \( n \) has the same sign as \( \lambda \). We have to show (a) that this is true for \( k \) if it is true for \( k-1 \), and (b) that it is true when \( k = 1 \).

There are, by Theorem 201, integers
\[
s > 0, \quad b_1, b_2, \ldots, b_k
\]
such that
\[
(23.8.4) \quad |s\vartheta_m - b_m| < \frac{1}{2} \epsilon \quad (m = 1, 2, \ldots, k).
\]
Since \( \vartheta_k \) is irrational, \( s\vartheta_k - b_k \neq 0 \); and the \( k \) numbers
\[
\phi_m = \frac{s\vartheta_m - b_m}{s\vartheta_k - b_k}
\]

(of which the last is 1) are linearly independent, since a linear relation between them would involve one between \( \delta_1, \ldots, \delta_k, 1 \).

Suppose first that \( k > 1 \), and assume the truth of the theorem for \( k - 1 \). We apply the theorem, with \( k - 1 \) for \( k \), to the system

\[
\begin{align*}
\phi_1, \phi_2, \ldots, \phi_{k-1} & \text{ (for } \delta_1, \delta_2, \ldots, \delta_{k-1} \text{),} \\
\beta_1 &= \alpha_1 - \alpha_k \phi_1, \beta_2 = \alpha_2 - \alpha_k \phi_2, \ldots, \beta_{k-1} = \alpha_{k-1} - \alpha_k \phi_{k-1} \quad \text{(for } \alpha_1, \alpha_2, \ldots, \alpha_{k-1} \text{),} \\
&\frac{1}{2} \epsilon \quad (\text{for } \epsilon), \quad \lambda (s\delta_k - b_k) \quad (\text{for } \lambda), \\
\Omega &= (\omega + 1) |s\delta_k - b_k| + |\alpha_k| \quad (\text{for } \omega).
\end{align*}
\]

There are integers \( c_k, c_1, c_2, \ldots, c_{k-1} \) such that

\[
|c_k| > \Omega, \quad \text{sign } c_k = \text{sign } \{\lambda (s\delta_k - b_k)\},
\]

and

\[
|c_k \phi_m - c_m - \beta_m| < \frac{1}{2} \epsilon \quad (m = 1, 2, \ldots, k-1).
\]

The inequality (23.8.7), when expressed in terms of the \( \delta \), is

\[
|c_k \phi_m - c_m - \beta_m| < \frac{1}{2} \epsilon \quad (m = 1, 2, \ldots, k).
\]

Here we have included the value \( k \) of \( m \), as we may do because the left-hand side of (23.8.8) vanishes when \( m = k \).

We have supposed \( k > 1 \). When \( k = 1 \), (23.8.8) is trivial, and we have only to choose \( c_k \) to satisfy (23.8.6), as plainly we may.

We now choose an integer \( N \) so that

\[
|N - \frac{c_k + \alpha_k}{s\delta_k - b_k}| < 1,
\]

and take \( n = Ns, \quad p_m = N b_m + c_m \).

Then

\[
|n \delta_m - p_m - \alpha_m| = |N (s \delta_m - b_m) - c_m - \alpha_m| \\
\leq \left| \frac{c_k + \alpha_k}{s \delta_k - b_k} (s \delta_m - b_m) - c_m - \alpha_m \right| + |s \delta_m - b_m| \\
< \frac{1}{2} \epsilon + \frac{1}{2} \epsilon = \epsilon \quad (m = 1, 2, \ldots, k),
\]

by (23.8.4), (23.8.8), and (23.8.9). This is (23.8.2). Next

\[
\left| \frac{c_k + \alpha_k}{s \delta_k - b_k} \right| > \left| \frac{c_k - |\alpha_k|}{s \delta_k - b_k} \right| > \omega + 1,
\]

by (23.8.5) and (23.8.6); so that \( |N| > \omega \) and

\[
|n| = |N|s \geq |N| > \omega.
\]
Finally, \( n \) has the sign of \( N \), and so, after (23.8.9) and (23.8.10), the sign of
\[
\frac{c_k}{s\delta_k - b_k},
\]
This, by (23.8.6), is the sign of \( \lambda \).

Hence \( n \) and the \( p \) satisfy all our demands, and the induction from \( k - 1 \) to \( k \) is established.

**23.9. Bohr's proof of the theorem.** There are also a number of 'analytical' proofs of Kronecker's theorem, of which perhaps the simplest is one due to Bohr. All such proofs depend on the facts that
\[
e^{ix} = e^{2\pi i x}
\]
has the period 1 and is equal to 1 if and only if \( x \) is an integer.

We observe first that
\[
\lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} e^{ict} \, dt = \lim_{T \to \infty} \frac{e^{iT} - 1}{ciT} = 0
\]
if \( c \) is real and not zero, and is 1 if \( c = 0 \). It follows that, if
\[
(23.9.1) \quad \chi(t) = \sum_{\nu=1}^{r} b_{\nu} e^{c_{\nu}it},
\]
where no two \( c_{\nu} \) are equal, then
\[
(23.9.2) \quad b_{\nu} = \lim_{T \to \infty} \frac{1}{T} \int_{0}^{T} \chi(t) e^{-c_{\nu}it} \, dt.
\]

We take the second form of Kronecker's theorem (Theorem 444.), and consider the function
\[
(23.9.3) \quad \phi(t) = |F(t)|,
\]
where
\[
(23.9.4) \quad F(t) = 1 + \sum_{m=1}^{k} e(\delta_m t - \alpha_m),
\]
of the real variable \( t \). Obviously
\[
\phi(t) \leq k + 1.
\]

If Kronecker's theorem is true, we can find a large \( t \) for which every term in the sum is nearly 1 and \( \phi(t) \) is nearly \( k + 1 \). Conversely, if \( \phi(t) \) is nearly \( k + 1 \) for some large \( t \), then (since no term can exceed 1 in absolute value) every term must be nearly 1 and Kronecker's theorem must be true. We shall therefore have proved Kronecker's theorem if we can prove that
\[
(23.9.5) \quad \lim_{t \to \infty} \phi(t) = k + 1.
\]
The proof is based on certain formal relations between \( F(t) \) and the function
\[
\psi(x_1, x_2, \ldots, x_k) = 1 + x_1 + x_2 + \ldots + x_k
\]
of the \( k \) variables \( x \). If we raise \( \psi \) to the \( p \)th power by the multinomial theorem, we obtain
\[
\psi^p = \sum a_{n_1, n_2, \ldots, n_k} x_1^{n_1} x_2^{n_2} \ldots x_k^{n_k}.
\]
Here the coefficients \( a \) are positive; their individual values are irrelevant, but their sum is
\[
\sum a = \psi^p(1, 1, \ldots, 1) = (k+1)^p.
\]
We also require an upper bound for their \textit{number}. There are \( p+1 \) of them when \( k = 1 \); and
\[
(1 + x_1 + \ldots + x_k)^p = (1 + x_1 + \ldots + x_{k-1})^p + \binom{p}{1} (1 + x_1 + \ldots + x_{k-1})^{p-1} x_k + \ldots + x_k^p,
\]
so that the number is multiplied at most by \( p+1 \) when we pass from \( k-1 \) to \( k \). Hence the number of the \( a \) does not exceed \( (p+1)^k \).\footnote{The actual number is \( \binom{p+k}{k} \).}

We now form the corresponding power
\[
F^p = \{1 + e(\theta_1 t - \alpha_1) + \ldots + e(\theta_k t - \alpha_k)\}^p
\]
of \( F \). This is a sum of the form (23.9.1), obtained by replacing \( x_r \) in (23.9.7) by \( e(\theta_r t - \alpha_r) \). When we do this, \textit{every product} \( x_1^{n_1} \ldots x_k^{n_k} \) in (23.9.7) \textit{will give rise to a different} \( c_v \), since the equality of two \( c_v \) would imply a linear relation between the \( \theta \).\footnote{It is here only that we use the linear independence of the \( \theta \), and this is naturally the kernel of the proof.} It follows that every coefficient \( b_v \) has an absolute value equal to the corresponding coefficient \( a \), and that
\[
\sum |b_v| = \sum a = (k+1)^p.
\]

Suppose now that, in contradiction to (23.9.5),
\[
\lim \phi(t) < k+1.
\]
Then there is a \( \lambda \) and a \( t_0 \) such that, for \( t > t_0 \),
\[
|F(t)| \leq \lambda < k+1,
\]
and
\[
\lim \frac{1}{T} \int_0^T |F(t)|^p \, dt \leq \lim \frac{1}{T} \int_0^T \lambda^p \, dt = \lambda^p.
\]
Hence

\[ |b_v| = \lim_{T \to \infty} \frac{1}{T} \int_0^T \{ F(t) \}^p e^{-\epsilon v t} \, dt \leq \lim_{T \to \infty} \frac{1}{T} \int_0^T |F(t)|^p \, dt \leq \lambda^p; \]

and therefore \( a \leq \lambda^p \) for every \( a \). Hence, since there are at most \((p+1)^k\) of the \( a \), we deduce

\[(k+1)^p = \sum a \leq (p+1)^k \lambda^p,\]

(23.9.10)

But \( \lambda < k+1 \), and so

\[(k+1)^p/\lambda \leq (p+1)^k.\]

where \( \delta > 0 \). Thus

\[e^{\delta p} \leq (p+1)^k,\]

which is impossible for large \( p \) because

\[e^{-\delta p}(p+1)^k \to 0\]

when \( p \to \infty \). Hence (23.9.9) involves a contradiction for large \( p \), and this proves the theorem.

23.10. Uniform distribution. Kronecker's theorem, important as it is, does not tell the full truth about the sets of points \((n\theta)\) or \((n\theta_1), (n\theta_2),...\) with which it is concerned. These sets are not merely dense in the unit interval, or cube, but 'uniformly distributed'.

Returning for the moment to one dimension, we say that a set of points \( P_n \) in \((0, 1)\) is uniformly distributed if, roughly, every sub-interval of \((0, 1)\) contains its proper quota of points. To put the definition precisely, we suppose that \( I \) is a sub-interval of \((0, 1)\), and use \( I \) both for the interval and for its length. If \( n_I \) is the number of the points \( P_1, P_2,..., P_n \) which fall in \( I \), and

(23.10.1)

\[ \frac{n_I}{n} \to I, \]

whatever \( I \), when \( n \to \infty \), then the set is uniformly distributed. We can also write (23.10.1) in either of the forms

(23.10.2)

\[ n_I \sim nI, \quad n_I = nI + o(n). \]

Theorem 445. If \( \theta \) is irrational then the points \((n\theta)\) are uniformly distributed in \((0, 1)\).

We give a proof depending upon the simplest properties of continued fractions. We use the circular representation of § 23.2 (iii).
We choose a positive integer \( M \) so that
\[
\eta = \frac{1}{M} < \frac{1}{2} \epsilon < \frac{1}{2},
\]
and suppose that
\[
q_v \leq \eta n < q_{v+1},
\]
where the \( q_v \) are the denominators of the convergents to \( \beta \). When \( \eta \) is fixed, and \( n \to \infty \), then \( v \to \infty \) and \( q_v \to \infty \), and
\[
\frac{3M}{q_v} < \frac{1}{2} \epsilon
\]
for sufficiently large \( n \). We write \( n \) in the form
\[
n = rq_v + s,
\]
where \( r \) is a positive integer and
\[
0 \leq s < q_v.
\]
Then
\[
\frac{1}{\eta} \leq \frac{n}{q_v} = r + \frac{s}{q_v} < r + 1
\]
and so
\[
M = \frac{1}{\eta} \leq r \leq \frac{n}{q_v}.
\]

We suppose that \( I \) is \( (\alpha, \beta) \), and define \( u \) and \( v \) as the integers such that
\[
\frac{u-1}{q_v} < \alpha \leq \frac{u}{q_v} < \frac{v}{q_v} \leq \beta < \frac{v+1}{q_v};
\]
v-u will be large when \( n \) and \( v \) are large. The points
\[
\frac{w}{q_v} \quad (u+M \leq w \leq v-M)
\]
lie in the interval
\[
\alpha + \frac{M}{q_v}, \quad \beta - \frac{M}{q_v},
\]
which we call \( I' \). If a point \( P' \) lies in \( I' \), and the distance \( PP' \) is less than \( M/q_v \), then \( P \) lies in \( I \).

We now consider the points \( m\beta_v \) or
\[
m \frac{p_v}{q_v},
\]
6, being the \( v \)th convergent to \( \beta \). The first \( q_v \) of these points are the points
\[
0, \quad \frac{1}{q_v}, \quad \frac{2}{q_v}, \quad \ldots, \quad \frac{q_v-1}{q_v}
\]
in another order. Of these points, \( v-u-2M+1 \) lie in \( I' \); and therefore, since \( n \geq r_{q_v} \), at least

\[
(23.10.11) \quad r(v-u-2M+1)
\]
of the first \( n \) points \((23.10.10)\) lie in \( I' \).

Now

\[
I = \beta - \alpha < \frac{v-u+2}{q_v},
\]

by \((23.10.9)\), or

\[
v - u > q_v \cdot I - 2.
\]

Hence

\[
r(v-u-2M+1) > r(q_v \cdot I-2M-1) > r(q_v \cdot I-3M) = nI - sI - 3Mr.
\]

But

\[
sI < s < q_v < \eta n < \frac{1}{2} \epsilon n,
\]

by \((23.10.7)\), \((23.10.4)\), and \((23.10.3)\); and

\[
3Mr < \frac{3Mn}{q_v} < \frac{1}{2} \epsilon n,
\]

by \((23.10.8)\) and \((23.10.5)\). It follows that the number of \( m\delta_\nu \) in \( I' \) for which \( m \leq n \) is greater than \( n(I-\epsilon) \).

If \( m\delta_\nu \) is one of these points, then

\[
|m\delta-m\delta_\nu| \leq n|\delta-\delta_\nu| < \frac{n}{q_v q_{v+1}} < \frac{1}{\eta q_v} = \frac{M}{q_v}
\]

by Theorem 171, \((23.10.4)\), and \((23.10.3)\). Since \( m\delta_\nu \) lies in the interval \( I' \), \( m\delta \) lies in the interval \( I \). Hence the number of \( m\delta \) in \( I \) for which \( m \leq n \) is greater than \( n(I-\epsilon) \); and therefore

\[
\lim_{n \to \infty} \frac{n_I}{n} \geq I-\epsilon.
\]

But \( \epsilon \) is arbitrary, and therefore

\[
(23.10.12) \quad \lim_{n \to \infty} \frac{n_I}{n} \geq I.
\]

Suppose finally that \( J \) is the complement of \( I \), a single interval in the circular representation. Then the same argument shows that

\[
\lim_{n \to \infty} \frac{n_J}{n} \geq J = 1-I,
\]

and therefore that

\[
(23.10.13) \quad \lim_{n \to \infty} \frac{n_J}{n} \leq I;
\]

and \((23.10.12)\) and \((23.10.13)\) together contain the theorem.

The definition of uniform distribution may be extended at once to space of \( k \) dimensions, and Kronecker’s general theorem may be
sharpened in the same way. But the proof is more difficult, and the argument which we have used in this section cannot be generalized.

It is natural to inquire what happens in the exceptional cases when

the \( \mathcal{D} \) are connected by one or more linear relations. Suppose, to fix our ideas, that \( k = 3 \). If there is one relation, the points \( P_n \) are limited to certain planes, as they were limited to certain lines in \( \S \) 23.4; if there are two, they are limited to lines. Analogy suggests that the distribution on these planes or lines should be dense, and indeed uniform; and it can be proved that this is so, and that the corresponding theorems in space of \( k \) dimensions are also true.

NOTES ON CHAPTER XXIII

\( \S \) 23.1. Kronecker first stated and proved his theorem in the \textit{Berliner Sitzungs-berichte}, 1884 [\textit{Werke}, iii (i), 47–110]. Koksma's book contains an exhaustive bibliography of later work inspired by the theorem. The one-dimensional theorem seems to be due to Tchebychef; see Koksma, 76.

\( \S \) 23.2. For proof (iii) see Hardy and Littlewood, \textit{Acta Math.} 37 (1914), 155-91, especially 161-2.


\( \S \) 23.10. Theorem 445 seems to have been found independently, at about the same time, by Bohl, Sierpiński, and Weyl. See Koksma, 92.

The best proof of the theorem is no doubt that given by Weyl in a very important paper in \textit{Math. Annalen}, 77 (1916), 313-52. Weyl proves that a necessary and sufficient condition for the uniform distribution of the numbers

\( (f(1)), \quad (f(2)), \quad (f(3)), \quad \ldots \)

in \((0, 1)\) is that

\[
\sum_{v=1}^{n} e^{ihf(v)} = o(n)
\]

for every integral \( h \). This principle has many important applications, particularly to the problems mentioned at the end of the chapter.
24.1. Introduction and restatement of the fundamental theorem. This chapter is an introduction to the ‘geometry of numbers’, the subject created by Minkowski on the basis of his fundamental Theorem 37 and its generalization in space of \( n \) dimensions.

We shall need the \( n \)-dimensional generalizations of the notions which we used in §§ 3.9–11; but these, as we said in § 3.11, are straightforward. We define a lattice, and equivalence of lattices, as in § 3.5, parallelograms being replaced by \( n \)-dimensional parallelepipeds; and a convex region as in the first definition of § 3.9.t Minkowski’s theorem is then

**Theorem 446.** Any convex region in \( n \)-dimensional space, symmetrical about the origin and of volume greater than \( 2^n \), contains a point with integral coordinates, not all zero.

Any of the proofs of Theorem 37 in Ch. III may be adapted to prove Theorem 446: we take, for example, Mordell’s. The planes

\[
x_r = 2p_r/t \quad (r = 1, 2, \ldots, n)
\]

divide space into cubes of volume \((2/t)^n\). If \( N(t) \) is the number of corners of these cubes in the region \( R \) under consideration, and \( V \) the volume of \( R \), then

\[
(2/t)^n N(t) \to v
\]

when \( t \to \infty \); and \( N(t) > t^n \) if \( V > 2^n \) and \( t \) is sufficiently large. The proof may then be completed as before.

If \( \xi_1, \xi_2, \ldots, \xi_n \) are linear forms in \( x_1, x_2, \ldots, x_n \), say

\[
\xi_r = \alpha_{r,1} x_1 + \alpha_{r,2} x_2 + \ldots + \alpha_{r,n} x_n \quad (r = 1, 2, \ldots, n),
\]

with real coefficients and determinant

\[
(2.1.2) \quad A = \begin{vmatrix} \alpha_{1,1} & \alpha_{1,2} & \cdots & \cdots & \alpha_{1,n} \\ \cdot & \cdot & \cdot & \cdot & \cdot \\ \alpha_{n,1} & \alpha_{n,2} & \cdots & \cdots & \alpha_{n,n} \end{vmatrix} \neq 0,
\]

then the points in \( \xi \)-space corresponding to integral \( x_1, x_2, \ldots, x_n \) form a lattice \( \Lambda \); we call \( A \) the determinant of the lattice. A region \( R \) of

\[\dagger\] The second definition can also be adapted to \( n \) dimensions, the line \( 1 \) becoming an \( (n-1) \)-dimensional ‘plane’ (whereas the line of the first definition remains a ‘line’). We shall use three-dimensional language: thus we shall call the region \( |x_1| < 1, |x_2| < 1, \ldots, |x_n| < 1 \) the ‘unit cube’.

\[\ddagger\] In § 3.5 we used \( L \) for a lattice of lines, \( \mathcal{A} \) for the corresponding point-lattice. It is more convenient now to reserve Greek letters for configurations in ‘\( \xi \)-space’. 
x-space is transformed into a region \( P \) of \( \xi \)-space, and a convex \( R \) into a convex \( P \). Also

\[
\iiint \cdots d\xi_1 d\xi_2 \cdots d\xi_n = |\Delta| \iiint \cdots dx_1 dx_2 \cdots dx_n,
\]

so that the volume of \( P \) is \( |\Delta| \) times that of \( R \). We can therefore restate Theorem 446 in the form

**Theorem 447.** If \( A \) is a lattice of determinant \( A \), and \( P \) is a convex region symmetrical about 0 and of volume greater than \( 2^n |\Delta| \), then \( P \) contains a point of \( A \) other than 0.

We assume throughout the chapter that \( A \neq 0 \).

### 24.2. Simple applications.

The theorems which follow will all have the same character. We shall be given a system of forms \( \xi_r \), usually linear and homogeneous, but sometimes (as in Theorem 455) non-homogeneous, and we shall prove that there are integral values of the \( x_r \) (usually not all 0) for which the \( \xi_r \) satisfy certain inequalities. We can obtain such theorems at once by applying Theorem 447 to various simple regions \( P \).

1. Suppose first that \( P \) is the region defined by

\[
|\xi_1| < \lambda_1, |\xi_2| < \lambda_2, \ldots, |\xi_n| < \lambda_n.
\]

This is convex and symmetrical about 0, and its volume is \( 2^n \lambda_1 \lambda_2 \ldots \lambda_n \). If \( \lambda_1 \lambda_2 \ldots \lambda_n > |\Delta| \), \( P \) contains a lattice point other than 0; if \( X, X, \ldots \lambda_n \geq |\Delta| \), there is a lattice point, other than 0, inside \( P \) or on its boundary.\(^\dagger\)

We thus obtain

**Theorem 448.** If \( \xi_1, \xi_2, \ldots, \xi_n \) are homogeneous linear forms in \( x_1, x_2, \ldots, x_n \), with real coefficients and determinant \( A \), \( \lambda_1, \lambda_2, \ldots, \lambda_n \) are positive, and

\[
\lambda_1 \lambda_2 \ldots \lambda_n \geq |\Delta|,
\]

then there are integers \( x_1, x_2, \ldots, x_n \), not all 0, for which

\[
|\xi_1| \leq \lambda_1, |\xi_2| \leq \lambda_2, \ldots, |\xi_n| \leq \lambda_n.
\]

In particular we can make \( |\xi_r| \leq \sqrt[2^n]{|\Delta|} \) for each \( r \).

\(^\dagger\) The invariance of convexity depends on two properties of linear transformations viz. (1) that lines and planes are transformed into lines and planes, and (2) that the order of points on a line is unaltered.

\(^\ddagger\) We pass here by an appeal to continuity from a result concerning an open region to one concerning the corresponding closed region. We might, of course, make a similar change in the general theorems 446 and 447; thus any closed convex region, symmetrical about 0, and of volume not less than \( 2^n \), has a lattice point, other than 0, inside it or on its boundary. We shall not again refer explicitly to such trivial appeals to continuity.
(2) Secondly, suppose that $P$ is defined by
\[ |\xi_1| + |\xi_2| + \ldots + |\xi_n| < \lambda. \]
If $n = 2$, $P$ is a square; if $n = 3$, an octahedron. In the general case it consists of $2^n$ congruent parts, one in each 'octant'. It is obviously symmetrical about 0, and it is convex because
\[ |\mu \xi + \mu' \xi'| \leq \mu |\xi| + \mu' |\xi'| \]
for positive $\mu$ and $\mu'$. The volume in the positive octant $\xi_r > 0$ is
\[ \lambda^n \int_0^1 d\xi_1 \int_0^{1-\xi_1} d\xi_2 \ldots \int_0^{1-\xi_1-\ldots-\xi_{n-1}} d\xi_n = \frac{\lambda^n}{n!}. \]
If $\lambda^n > n! |\Delta|$ then the volume of $P$ exceeds $2^n |\Delta|$, and there is a lattice point, besides 0, in $P$. Hence we obtain

**Theorem 449.** There are integers $x_1, x_2, \ldots, x_n$, not all 0, for which
\[ |x_1| + |x_2| + \ldots + |x_n| \leq (n! |\Delta|)^{1/n}. \]

Since, by the theorem of the arithmetic and geometric means,
\[ n |\xi_1 \xi_2 \ldots \xi_n|^{1/n} \leq |\xi_1| + |\xi_2| + \ldots + |\xi_n|, \]
we have also

**Theorem 460.** There are integers $x_1, x_2, \ldots, x_n$, not all 0, for which
\[ |x_1 x_2 \ldots x_n| \leq n^{-n} n! |\Delta|. \]

(3) As a third application, we define $P$ by
\[ \xi_1^2 + \xi_2^2 + \ldots + \xi_n^2 < \lambda^2; \]
this region is convex because
\[ (\mu \xi + \mu' \xi')^2 \leq (\mu + \mu')(\mu \xi^2 + \mu' \xi'^2) \]
for positive $\mu$ and $\mu'$. The volume of $P$ is $\lambda^n J_n$, where†
\[ J_n = \int \ldots \int \frac{d\xi_1 d\xi_2 \ldots d\xi_n}{\xi_1^2 + \xi_2^2 + \ldots + \xi_n^2 < 1}. \]
Hence we obtain

**Theorem 451.** There are integers $x_1, x_2, \ldots, x_n$, not all 0, for which
\[ \xi_1^2 + \xi_2^2 + \ldots + \xi_n^2 \leq 4 \left( \frac{|\Delta|}{J_n} \right)^{2/n}. \]

Theorem 451 may be expressed in a different way. A quadratic form $Q$ in $x_1, x_2, \ldots, x_n$ is a function
\[ Q(x_1, x_2, \ldots, x_n) = \sum_{r=1}^{n} \sum_{s=1}^{n} a_{r,s} x_r x_s \]
† See, for example, Whittaker and Watson, *Modern analysis*, ed. 3 (1920). 268. For $n = 2$ and $n = 3$ we get the values $\pi \lambda^2$ and $\frac{4}{3} \pi \lambda^3$ for the volumes of a circle or a sphere.
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with \( a_{s,r} = a_{r,s} \). The determinant \( D \) of \( Q \) is the determinant of its coefficients. If \( Q > 0 \) for all \( x_1, x_2, \ldots, x_n \), not all 0, then \( Q \) is said to be **positive definite**. It is familiar† that \( Q \) can then be expressed in the form

\[
Q = \xi_1^2 + \xi_2^2 + \cdots + \xi_n^2,
\]

where \( \xi_1, \xi_2, \ldots, \xi_n \) are linear forms with real coefficients and determinant \( \sqrt{D} \). Hence Theorem 451 may be restated as

**Theorem 452.** If \( Q \) is a positive **definite** quadratic form in \( x_1, x_2, \ldots, x_n \), with determinant \( D \), then there are integral values of \( x_1, x_2, \ldots, x_n \), not all 0, for which

\[
Q \leq 4D^{1/n}J_n^{-2/n}.
\]

**24.3. Arithmetical proof of Theorem 448.** There are various proofs of Theorem 448 which do not depend on Theorem 446, and the great importance of the theorem makes it desirable to give one here. We confine ourselves for simplicity to the case \( n = 2 \). Thus we are given linear forms

\[
\xi = \alpha x + \beta y, \quad \eta = \gamma x + \delta y,
\]

with real coefficients and determinant \( A = \alpha \delta - \beta \gamma \neq 0 \), and positive numbers \( \lambda, \mu \) for which \( \lambda \mu \geq |A| \); and we have to prove that

\[
|\xi| \leq \lambda, \quad |\eta| \leq \mu,
\]

for some integral \( x \) and \( y \) not both 0. We may plainly suppose \( A > 0 \).

We prove the theorem in three stages: (1) when the coefficients are integral and each of the pairs \( \alpha, \beta \) and \( \gamma, \delta \) is coprime; (2) when the coefficients are rational; and (3) in the general case.

(1) We suppose first that \( \alpha, \beta, \gamma, \) and \( \delta \) are integers and that

\[
(\alpha, \beta) = (\gamma, \delta) = 1.
\]

Since \( (\alpha, \beta) = 1 \), there are integers \( p \) and \( q \) for which \( \alpha q - \beta p = 1 \). The linear transformation

\[
\alpha x + \beta y = X, \quad px + qy = Y
\]

establishes a (1,1) correlation between integral pairs \( x, y \) and \( X, Y \); and

\[
\xi = X, \quad \eta = rX + \Delta Y,
\]

where \( r = \gamma q - \delta p \) is an integer. It is sufficient to prove that \( |\xi| \leq \lambda \) and \( |\eta| \leq \mu \) for some integral \( X \) and \( Y \) not both 0.

If \( \lambda \leq 1 \) then \( \mu \geq \Delta \), and \( X = 0, Y = 1 \) gives \( \xi = 0, |\eta| = \Delta \leq \mu \).

† See, for example, Böcher, *Introduction to Higher Algebra*, ch. 10, or Ferrar, *Algebra*, ch. 11.
If \( \lambda > 1 \), we take

\[
    n = \lceil \lambda \rceil, \quad \xi = -\frac{r}{\Delta}, \quad h = Y, \quad k = X,
\]

in Theorem 36. Then

\[
    0 < X \leq \lceil \lambda \rceil \leq \lambda
\]

and

\[
    |rX + \Delta Y| = AX \left| -\frac{rY}{\Delta} - \frac{Y}{X} \right| \leq \frac{\Delta}{\Delta + 1} = \frac{\Delta}{\lceil \lambda \rceil + 1} < \frac{\Delta}{\lambda} \leq \mu,
\]

so that \( X = k \) and \( Y = h \) satisfy our requirements.

(2) We suppose next that \( \alpha, \beta, y, \) and \( \delta \) are any rational numbers. Then we can choose \( \rho \) and \( \sigma \) so that

\[
    \xi' = \rho \xi = \alpha' x + \beta' y, \quad \eta' = \sigma \eta = \gamma' x + \delta' y,
\]

where \( \alpha', \beta', y', \) and \( \delta' \) are integers, \( (\alpha', \beta') = 1, (y', \delta') = 1, \) and \( \Delta' = \alpha' \delta' - \beta' \gamma' = \rho \sigma \Delta \). Also \( ph. \sigma \mu \geq A' \), and therefore, after (1), there are integers \( x, y, \) not both 0, for which

\[
    |\xi'| \leq \rho \lambda, \quad |\eta'| \leq \sigma \mu.
\]

These inequalities are equivalent to (24.3.2), so that the theorem is proved in case (2).

(3) Finally, we suppose \( \alpha, \beta, y, \) and \( \delta \) unrestricted. If we put

\[
    \alpha = \alpha' \sqrt{\Delta}, ..., \xi = \xi' \sqrt{\Delta}, ..., \quad \text{then} \quad A' = \alpha' \delta' - \beta' \gamma' = 1.
\]

If the theorem has been proved when \( A = 1 \), and \( \lambda' \mu' \geq 1 \), then there are integral \( x, y, \) not both 0, for which

\[
    |\xi'| \leq \lambda', \quad |\eta'| \leq \mu';
\]

and these inequalities are equivalent to (24.3.2), with \( \lambda = \lambda' \sqrt{\Delta}, \mu = \mu' \sqrt{\Delta}, \lambda \mu \geq A \). We may therefore suppose without loss of generality that \( A = 1. \)

We can choose a sequence of rational sets \( \alpha_n, \beta_n, \gamma_n, \delta_n \) such that

\[
    \alpha_n \delta_n - \beta_n \gamma_n = 1
\]

and \( \alpha_n \to \alpha, \beta_n \to \beta, ..., \) when \( n \to \infty \). It follows from (2) that there are integers \( x_n \) and \( y_n \), not both 0, for which

\[
    |\alpha_n x_n + \beta_n y_n| \leq \lambda, \quad |\gamma_n x_n + \delta_n y_n| \leq \mu.
\]

Also

\[
    |x_n| = |\delta_n(\alpha_n x_n + \beta_n y_n) - \beta_n(\gamma_n x_n + \delta_n y_n)| \leq \lambda|\delta_n| + \mu|\beta_n|,
\]

so that \( x_n \) is bounded; and similarly \( y_n \) is bounded. It follows, since

\[\dagger\] The \( \xi \) here is naturally not the \( \xi \) of this section.

\[\ddagger\] A similar appeal to homogeneity would enable us to reduce the proof of any of the theorems of this chapter to its proof in the case in which \( A \) has any assigned value.
$x_n$ and $y_n$ are integral, that some pair of integers $x$, $y$ must occur infinitely often among the pairs $x_n$, $y_n$. Taking $x_n = x$, $y_n = y$ in (24.3.3), and making $n \to \infty$, through the appropriate values, we obtain (24.3.2).

It is important to observe that this method of proof, by reduction to the case of rational or integral coefficients, cannot be used for such a theorem as Theorem 450. This (when $n = 2$) asserts that $|\xi \eta| \leq \frac{1}{4}|\Delta|$ for appropriate $x$, $y$. If we try to use the argument of (3) above, it fails because $x_n$ and $y_n$ are not necessarily bounded. The failure is natural, since the theorem is trivial when the coefficients are rational: we can obviously choose $x$ and $y$ so that $\xi = 0$, $|\xi \eta| = 0 < \frac{1}{4}|\Delta|$.

24.4. Best possible inequalities. It is easy to see that Theorem 448 is the best possible theorem of its kind, in the sense that it becomes false if (24.2.1) is replaced by

$$\lambda_1 \lambda_2 \ldots \lambda_n \geq k|\Delta|$$

with any $k < 1$. Thus if $\xi_r = x_r$ for each $r$, so that $A = 1$, and $\lambda_r = \frac{\eta}{k}$, then (24.4.1) is satisfied; but $|\xi_r| \leq \lambda_r < 1$ implies $x_r = 0$, and there is no solution of (24.2.2) except $x_1 = x_2 = \ldots = 0$.

It is natural to ask whether Theorems 449-51 are similarly ‘best possible’. Except in one special case, the answer is negative; the numerical constants on the right of (24.2.4), (24.2.5), and (24.2.6) can be replaced by smaller numbers.

The special case referred to is the case $n = 2$ of Theorem 449. This asserts that we can make

$$|\xi| + |\eta| \leq \sqrt{(2|\Delta|)},$$

and it is easy to see that this is the best possible result. If $\xi = x + y$, $\eta = x - y$, then $A = -2$, and (24.4.2) is $|\xi| + |\eta| \leq 2$. But

$$|\xi| + |\eta| = \max(|\xi + \eta|, |\xi - \eta|) = \max(|2x|, |2y|),$$

and this cannot be less than 2 unless $x = y = 0$.$^\dagger$

Theorem 450 is not a best possible theorem even when $n = 2$. It then asserts that

$$|\xi \eta| \leq \frac{1}{2}|\Delta|,$$

and we shall show in §24.6 that the $\frac{1}{2}$ here may be replaced by the smaller constant $5^{-4}$. We shall also make a corresponding improvement in Theorem 451. This asserts (when $n = 2$) that

$$|\xi^2 + \eta^2| \leq 4|\Delta|,$$

and we shall show that $4|\Delta| = 1.27\ldots$ may be replaced by $(\frac{5}{4})^4 = 1.15\ldots$.

$^\dagger$ Actually the case $n = 2$ of Theorem 449 is equivalent to the corresponding case of Theorem 448.
We shall also show that 5-t and \((\frac{1}{2})\frac{3}{4}\) are the best possible constants. When \(n > 2\), the determination of the best possible constants is difficult.

24.5. The best possible inequality for \(\xi^2 + \eta^2\). If

\[ Q(x, y) = ax^2 + 2bxy + cy^2 \]

is a quadratic form in \(x\) and \(y\) (with real, but not necessarily integral, coefficients);

\[ x = px' + qy', \quad y = rx' + sy' \quad (ps - qr = \pm 1) \]

is a unimodular substitution in the sense of \(\S\, 3.6\); and

\[ Q(x, y) = a'x'^2 + 2b'x'y' + c'y'^2 = Q'(x', y'), \]

then we say that \(Q\) is equivalent to \(Q'\), and write \(Q \sim Q'\). It is easily verified that \(a'c' - b'^2 = ac - b^2\), so that equivalent forms have the same determinant. It is plain that the assertions that \(|Q| \leq k\) for appropriate integral \(x, y\), and that \(|Q'| \leq k\) for appropriate integral \(x', y'\), are equivalent to one another.

Now let \(x_0, y_0\), be coprime integers such that \(M = Q(x_0, y_0) \neq 0\).

We can choose \(x_1, y_1\) so that \(x_0 y_1 - x_1 y_0 = 1\). The transformation

\[(24.5.1) \quad x = x_0 x' + x_1 y', \quad Y = y_0 x' + y_1 y' \]

is unimodular and transforms \(Q(x, y)\) into \(Q'(x', y')\) with

\[ a' = ax_0^2 + 2b'x_0y_0 + cy_0^2 = Q(x_0, y_0) = M. \]

If we make the further unimodular transformation

\[(24.5.2) \quad x' = x'' + ny'', \quad y' = y'', \]

where \(n\) is an integer, \(a' = M\) is unchanged and \(b'\) becomes

\[ b'' = b' + na' = b' + nM. \]

Since \(M \neq 0\), we can choose \(n\) so that \(-|M| < 2b'' \leq |M|\). Thus we transform \(Q(x, y)\) by unimodular substitutions into

\[ Q''(x'', y'') = Mx''^2 + 2b''x''y'' + c''y''^2 \]

with \(-|M| < 2b'' \leq |M|\).†

We can now improve the results of Theorems 450 and 451, for \(n = 2\). We take the latter theorem first.

**Theorem 453.** There are integers \(x, y\), not both 0, for which

\[(24.5.3) \quad \xi^2 + \eta^2 \leq \left(\frac{1}{2}\right)\frac{3}{4}|\Delta|; \]

and this is true with inequality unless

\[(24.5.4) \quad \xi^2 + \eta^2 \sim \left(\frac{1}{2}\right)\frac{3}{4}|\Delta|(x^2 + xy + y^2). \]

† A reader familiar with the elements of the theory of quadratic forms will recognize Gauss's method for transforming \(Q\) into a 'reduced' form.
We have

\[ (24.5.5) \quad \xi^2 + \eta^2 = ax^2 + 2bxy + cy^2 = Q(x, y), \]

where

\[ (24.5.6) \quad \begin{cases} 
    a = \alpha^2 + \gamma^2, \\
    b = \alpha \beta + \gamma \delta, \\
    c = \beta^2 + \delta^2, \\
    ac - b^2 = (\alpha \delta - \beta \gamma)^2 = \Delta^2 > 0.
\end{cases} \]

Then \( Q > 0 \) except when \( x = y = 0 \), and there are at most a finite number of integral pairs \( x, y \) for which \( Q \) is less than any given \( k \). It follows that, among such integral pairs, not both 0, there is one, say \((x_0, y_0)\), for which \( Q \) assumes a positive minimum value \( m \). Clearly \( x_0 \) and \( y_0 \), are coprime and so, by what we have just said, \( Q \) is equivalent to a form \( Q'' \), with \( a'' = m \) and \( -m < 2b'' \leq m \). Thus (dropping the dashes) we may suppose that the form is

\[ mx^2 + 2bxy + cy^2, \]

where \(-m < 2b \leq m\). Then \( c \geq m \), since otherwise \( x = 0, y = 1 \) would give a value less than \( m \); and

\[ (24.5.7) \quad \Delta^2 = mc - b^2 \geq m^2 - \frac{1}{4}m^2 = \frac{3}{4}m^2, \]

so that \( m \leq (\frac{4}{3})^4 |\Delta| \).

This proves (24.5.3). There can be equality throughout (24.5.7) only if \( c = m \) and \( b = \frac{1}{2}m \), in which case \( Q \sim m(x^2 + xy + y^2) \). For this form the minimum is plainly \((\frac{4}{3})^4 |\Delta| \).

**24.6. The best possible inequality for \(|\xi\eta|\).** Passing to the product \(|\xi\eta|\), we prove

**Theorem 454.** There are integers \( x, y \) not both 0 for which

\[ (24.6.1) \quad |\xi\eta| \leq 5^{-1} |\Delta|; \]

and this is true with inequality unless

\[ (24.6.2) \quad \xi\eta \sim 5^{-1} |\Delta|(x^2 + xy + y^2). \]

The proof is a little less straightforward than that of Theorem 453 because we are concerned with an ‘indefinite form’. We write

\[ (24.6.3) \quad \xi\eta = ax^2 + 2bxy + cy^2 = Q(x, y), \]

where

\[ (24.6.4) \quad \begin{cases} 
    a = \alpha \gamma, \\
    2b = \alpha \delta + \beta \gamma, \\
    c = \beta \delta, \\
    4(b^2 - ac) = \Delta^2 > 0.
\end{cases} \]

We write \( m \) for the lower bound of \(|Q(x, y)|\), for \( x \) and \( y \) not both zero; we may plainly suppose that \( m > 0 \) since there is nothing to prove if \( m = 0 \). There may now be no pair \( x, y \) such that \(|Q(x, y)| = m \), but
there must be pairs for which \( Q(x, y) \) is as near to \( m \) as we please. Hence we can find a coprime pair \( x_0, y_0 \) so that \( m < |M| < 2m \), where \( M = Q(x_0, y_0) \). Without loss of generality we may take \( M > 0 \). If we transform as in \S 24.5, and drop the dashes, our new quadratic form is

\[
Q(x, y) = Mx^2 + 2bxy + cy^2,
\]

where

\[
(24.6.5) \quad m \leq M < 2m, \quad -M < 2b \leq M
\]

and

\[
(24.6.6) \quad 4(b^2 - MC) = \Delta^2 > 0.
\]

By the definition of \( m \), \(|Q(x, y)| \geq m\) for all integral pairs \( x, y \) other than 0, 0. Hence if, for a particular pair, \( Q(x, y) < m \), it follows that \( Q(x, y) \leq -m \). Now, by (24.6.5) and (24.6.6),

\[
Q(0, 1) = c < \frac{b^2}{M} < \frac{1}{2}M < m.
\]

Hence \( c \leq -m \) and we write \( C = -c \geq m > 0 \). Again

\[
Q(1, \frac{-b}{|b|}) = M - |2b| - C \leq M - C < m
\]

and so \( M - |2b| - C \leq -m \), that is

\[
(24.6.7) \quad |2b| \geq M + m - C.
\]

If \( M + m - C < 0 \), we have \( C > M + m \geq 2m \) and

\[
\Delta^2 = 4(b^2 + MC) \geq 4MC \geq 8m^2 > 5m^2.
\]

If \( M + m - C \geq 0 \), we have from (24.6.7)

\[
\Delta^2 = 4b^2 + 4MC \geq (M + m - C)^2 + 4MC
\]

\[
= (M - m + C)^2 + 4Mm \geq 5m^2.
\]

Equality can occur only if \( M + m + C = m \) and \( M = m \), so that \( M = C = m \) and \( |b| = m \). This corresponds to one or other of the two (equivalent) forms \( m(x^2 + xy - y^2) \) and \( m(x^2 - xy - y^2) \). For these, \(|Q(1, 0)| = m = 5^{-1}\Delta \). For all other forms, \( 5m^2 < \Delta^2 \) and so we may choose \( x_0, y_0 \), so that \( 5m^2 \leq 5M^2 < \Delta^2 \).

This is Theorem 454.

24.7. A theorem concerning non-homogeneous forms. We prove next an important theorem of Minkowski concerning non-homogeneous forms

\[
(24.7.1) \quad 5 \cdot P = ax + by - \rho, \quad \eta - \sigma = \gamma x + \delta y - \sigma.
\]
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**Theorem 455.** If $\xi$ and $\eta$ are homogeneous linear forms in $x$, $y$, with determinant $\Delta \neq 0$, and $\rho$ and $\sigma$ are real, then there are integral $x$, $y$ for which

\[ |(\xi - \rho)(\eta - \sigma)| \leq \frac{1}{4}|\Delta|; \]

and this is true with inequality unless

\[ (24.7.3) \quad \xi = \theta u, \quad \eta = \phi v, \quad \theta \phi = \Delta, \quad \rho = \theta(f + \frac{1}{2}), \quad \sigma = \phi(g + \frac{1}{2}), \]

where $u$ and $v$ are forms with integral coefficients (and determinant 1), and $f$ and $g$ are integers.

It will be observed that this theorem differs from all which precede in that we do not exclude the values $x = y = 0$. It would be false if we did not allow this possibility, for example if $\xi$ and $\eta$ are the special forms of Theorem 454 and $p = \sigma = 0$.

It will be convenient to restate the theorem in a different form. The points in the plane $\xi$, $\eta$ corresponding to integral $x$, $y$ form a lattice $\Lambda$ of determinant $A$. Two points $P$, $Q$ are equivalent with respect to $\Lambda$ if the vector $PQ$ is equal to the vector from the origin to a point of $\Lambda$;† and $(\xi - \rho, \eta - \sigma)$, with integral $x$, $y$, is equivalent to $(-p, -\sigma)$. Hence the theorem may be restated as

**Theorem 456.** If $\Lambda$ is a Zattice of determinant $A$ in the plane of $(\xi, \eta)$, and $Q$ is any given point of the plane, then there is a point equivalent to $Q$ for which

\[ (24.7.4) \quad |\xi \eta| \leq \frac{1}{4}|\Delta|, \]

with inequality except in the special case (24.7.3).

In what follows we shall be concerned with three sets of variables, $(x, y)$, $(\xi, \eta)$, and $(\xi', \eta')$. We call the planes of the last two sets of variables $\pi$ and $\pi'$.

We may suppose $A = 1$.† By Theorem 450 (and a fortiori by Theorem 454), there is a point $P_0$ of $A$, other than the origin, and corresponding to $x_0, y_0$, for which

\[ (24.7.5) \quad |\xi_0 \eta_0| \leq \frac{1}{4}. \]

We may suppose $x_0$ and $y_0$ coprime (so that $P_0$ is ‘visible’ in the sense of § 3.6). Since $\xi_0$ and $\eta_0$ satisfy (24.7.5), and are not both 0, there is a real positive $\lambda$ for which

\[ (24.7.6) \quad (\lambda \xi_0)^2 + (\lambda^{-1} \eta_0)^2 = 1. \]

† See p. 35. It is the same thing to say that the corresponding points in the $(x, y)$ plane are equivalent with respect to the fundamental lattice.

†† See the footnote to p. 396.
We put
\[(24.7.7) \quad \xi' = \lambda \xi, \quad \eta' = \lambda^{-1} \eta.\]
Then the lattice \(A\) in \(\pi\) corresponds to a lattice \(A'\) in \(\pi'\), also of determinant \(1\). If \(O'\) and \(P'_0\) correspond to \(0\) and \(P_0\), then \(P'_0\), like \(P_0\), is visible; and \(O'P'_0 = 1\), by (24.7.6). Thus the points of \(A'\) on \(O'P'_0\) are spaced out at unit distances, and, since the area of the basic parallelogram of \(A'\) is \(1\), the other points of \(A'\) lie on lines parallel to \(O'P'_0\) which are at unit distances from one another.

We denote by \(S'\) the square whose centre is \(O'\) and one of whose sides bisects \(O'P'_0\) perpendicularly.† Each side of \(S'\) is \(1\); \(S'\) lies in the circle
\[\xi'^2 + \eta'^2 = 2\left(\frac{1}{\lambda}\right)^2 = \frac{1}{2},\]
and
\[(24.7.8) \quad |\xi'\eta'| \leq \frac{1}{2}(\xi'^2 + \eta'^2) \leq 4\]
at all points of \(S'\).

If \(A'\) and \(B'\) are two points inside \(S'\), then each component of the vector \(A'B'\) (measured parallel to the sides of the square) is less than \(1\), so that \(A'\) and \(B'\) cannot be equivalent with respect to \(A'\). It follows from Theorem 42 that there is a point of \(S'\) equivalent to \(Q'\) (the point of \(\pi'\) corresponding to \(Q\)). The corresponding point of \(\pi\) is equivalent to \(Q\), and satisfies
\[(24.7.9) \quad |\xi\eta| = |\xi'\eta'| \leq \frac{1}{4}.\]
This proves the main clause of Theorem 456 (or 455).

If there is equality in (24.7.9), there must be equality in (24.7.8), so that \(|\xi'| = |\eta'| = \frac{1}{2}\). This is only possible if \(S'\) has its sides parallel to the coordinate axes and the point of \(S'\) in question is at a corner. In this case \(P'_0\) must be one of the four points \((\pm 1, 0), (0, \pm 1)\): let us suppose, for example, that it is \((1, 0)\).

The lattice \(A'\) can be based on \(O'P'_0\) and \(O'P'_1\), where \(P'_1\) is on \(\eta' = 1\). We may suppose, selecting \(P'_1\) appropriately, that it is \((c, 1)\), where \(0 \leq c < 1\). If the point of \(S'\) equivalent to \(Q'\) is, say, \((\frac{1}{2}, \frac{1}{2})\), then \((\frac{1}{2} - c, \frac{1}{2} - c)\), i.e. \((\frac{1}{2} - c, -\frac{1}{2})\), is another point equivalent to \(Q'\); and this can only be at a corner of \(S'\), as it must be, if \(c = 0\). Hence \(P'_1\) is \((0, 1)\), \(A'\) is the fundamental lattice in \(\pi'\), and \(Q'\), being equivalent to \((\frac{1}{2}, \frac{1}{2})\), has coordinates
\[\xi' = f + \frac{1}{2}, \quad \eta' = g + \frac{1}{2},\]
where \(f\) and \(g\) are integers. We are thus led to the exceptional case (24.7.3), and it is plain that in this case the sign of equality is necessary.

† The reader should draw a figure.
24.8. Arithmetical proof of Theorem 455. We also give an arithmetical proof of the main clause of Theorem 455. We transform it as in Theorem 456, and we have to show that, given $\mu$ and $\nu$, we can satisfy (24.7.4) with an $x$ and a $y$ congruent to $\mu$ and $\nu$ to modulus 1.

We again suppose $A = 1$. As in $\S$ 24.7, there are integers $x_0, y_0$, which we may suppose coprime, for which

$$|(\alpha x_0 + \beta y_0)(\gamma x_0 + \delta y_0)| \leq \frac{1}{2}. $$

We choose $x_1$ and $y_1$ so that $x_0 y_1 - x_1 y_0 = 1$. The transformation

$$x = x_0 x' + x_1 y', \quad y = y_0 x' + y_1 y'$$

changes $\xi$ and $\eta$ into forms $\xi' = \alpha' x' + \beta' y', \eta' = \gamma' x' + \delta' y'$ for which

$$|\alpha' \gamma'| = |(\alpha x_0 + \beta y_0)(\gamma x_0 + \delta y_0)| \leq \frac{1}{2}. $$

Hence, reverting to our original notation, we may suppose without loss of generality that

$$|(\alpha y)| \leq \frac{1}{2}. $$

(24.8.1)

It follows from (24.8.1) that there is a real $\lambda$ for which

$$\lambda^2 \alpha^2 + \lambda^{-2} \gamma^2 = 1; $$

and

$$2| (\alpha x + \beta y)(\gamma x + \delta y) | \leq \lambda^2 (\alpha x + \beta y)^2 + \lambda^{-2} (\gamma x + \delta y)^2 $$

$$= x^2 + 2bxy + cy^2 = (x + by)^2 + py^2, $$

for some $b, c, p$. The determinant of this quadratic form is, on the one hand, the square of that of $\lambda(\alpha x + \beta y)$ and $\lambda^{-1}(\gamma x + \delta y)$,† that is to say 1, and on the other the square of that of $x + by$ and $p^4 y$, that is to say $p$; and therefore $p = 1$. Thus

$$2| (\alpha x + \beta y)(\gamma x + \delta y) | \leq (x + by)^2 + y^2. $$

We can choose $y \equiv \nu \pmod{1}$ so that $|y| \leq \frac{1}{2}$, and then $x \equiv \mu \pmod{1}$ so that $|x + by| \leq \frac{1}{2}$; and then

$$|\xi \eta| \leq \frac{1}{2} \left( \frac{1}{2} + \frac{1}{2} \right) = \frac{1}{2}. $$

We leave it to the reader to discriminate the cases of equality in this alternative proof.

24.9. Tchebotaref’s theorem. It has been conjectured that Theorem 455 could be extended to $n$ dimensions, with $2^{-n}$ in place of $\frac{1}{4}$; but this has been proved only for $n = 3$ and $n = 4$. There is, however, a theorem of Tchebotaref which goes some way in this direction.

† See (24.5.5) and (24.5.6).
Theorem 457. If \( \xi_1, \xi_2, ..., \xi_n \) are homogeneous linear forms in \( x_1, x_2, ..., x_n \), with real coefficients and determinant \( \Delta \); \( \rho_1, \rho_2, ..., \rho_n \) are real; and \( m \) is the lower bound of

\[
| (\xi_1 - \rho_1)(\xi_2 - \rho_2)...(\xi_n - \rho_n) |,
\]

then

\[
m \leq 2^{-n} |\Delta|.
\]

We may suppose \( \Delta > 1 \) and \( m > 0 \). Then, given any positive \( \epsilon \), there are integers \( x_1^*, x_2^*, ..., x_n^* \) for which

\[
(24.9.2) \quad \prod |\xi_i^* - \rho_i| = |(\xi_1^* - \rho_1)(\xi_2^* - \rho_2)...(\xi_n^* - \rho_n)| = \frac{m}{1 - \theta}, \quad 0 \leq \theta < \epsilon.
\]

We put \( \xi_i' = \frac{\xi_i - \xi_i^*}{\xi_i^* - \rho_i} \) \((i = 1, 2, ..., n)\).

Then \( \xi_1', ..., \xi_n' \) are linear forms in \( x_1 - x_1^*, ..., x_n - x_n^* \), with a determinant \( D \) whose absolute value is

\[
|D| = (\prod |\xi_i^* - \rho_i|)^{-1} = \frac{1 - \theta}{m};
\]

and the points in \( \xi' \)-space corresponding to integral \( x \) form a lattice \( \Lambda' \) whose determinant is of absolute value \( (1 - \theta)/m \). Since

\[
\prod |\xi_i - \rho_i| \geq m,
\]

every point of \( \Lambda' \) satisfies

\[
\prod |\xi_i' + 1| = \prod \left| \frac{\xi_i - \rho_i}{\xi_i^* - \rho_i} \right| \geq 1 - \theta.
\]

The same inequality is satisfied by the point symmetrical about the origin, so that \( \prod |\xi_i - 1| \geq 1 - \theta \) and

\[
(24.9.3) \quad \prod |\xi_i^2 - 1| = |(\xi_1^2 - 1)(\xi_2^2 - 1)...(\xi_n^2 - 1)| \geq (1 - \theta)^2.
\]

We now prove that when \( \xi \) and \( \theta \) are small, there is no point of \( \Lambda' \), other than the origin, in the cube \( C' \) defined by

\[
(24.9.4) \quad |\xi_i| < \sqrt{1 + (1 - \theta)^2}.
\]

If there is such a point, it satisfies

\[
(24.9.5) \quad -1 \leq \xi_i^2 - 1 < (1 - \theta)^2 \leq 1 \quad (i = 1, 2, ..., n).
\]

If

\[
(24.9.6) \quad \xi_i^2 - 1 > -(1 - \theta)^2
\]

for some \( i \), then \( |\xi_i^2 - 1| < (1 - \theta)^2 \) for that \( i \), and \( |\xi_i^2 - 1| \leq 1 \) for every \( i \), so that

\[
\prod |\xi_i^2 - 1| < (1 - \theta)^2,
\]
in contradiction to (24.9.3). Hence (24.9.6) is impossible, and therefore

\[-1 \leq \xi'_{i}^{2} - 1 \leq -(1 - \theta)^{2} \quad (i = 1, 2, \ldots, n);\]

and hence

\[(24.9.7) \quad |\xi'_{i}| \leq \sqrt{(1 - (1 - \theta)^{2})} \leq \sqrt{2\theta} \quad (i = 1, 2, \ldots, n).\]

Thus every point of \( \Lambda' \) in \( C' \) is very near to the origin when \( \epsilon \) and \( \theta \) are small.

But this leads at once to a contradiction. For if \((\xi'_{1}, \ldots, \xi'_{n})\) is a point of \( \Lambda' \), then so is \((N\xi'_{1}, \ldots, N\xi'_{n})\) for every integral \( N \). If \( \theta \) is small, every coordinate of a lattice point in \( C' \) satisfies (24.9.7), and at least one of them is not \( 0 \), then plainly we can choose \( N \) so that \((N\xi'_{1}, \ldots, N\xi'_{n})\), while still in \( C' \), is at a distance at least \( \frac{1}{2} \) from the origin, and therefore cannot satisfy (24.9.7). The contradiction shows that, as we stated, there is no point of \( \Lambda' \), except the origin, in \( C' \).

It is now easy to complete the proof of Theorem 457. Since there is no point of \( \Lambda' \), except the origin, in \( C' \), it follows from Theorem 447 that the volume of \( C' \) does not exceed

\[2^{n}|D| = 2^{n}(1 - \theta)/m;\]

and therefore that

\[2^{n}m\{1 + (1 - \theta)^{2}\}^{in} \leq 2^{n}(1 - \theta).\]

Dividing by \( 2^{n} \), and making \( \theta \to 0 \), we obtain

\[m \leq 2^{-in},\]

the result of the theorem.

### 24.10. A converse of Minkowski’s Theorem 446

There is a partial converse of Theorem 446, which we shall prove for the case \( n = 2 \). The result is not confined to convex regions and we therefore first redefine the area of a bounded region \( P \), since the definition of p. 32 may no longer be applicable.

For every \( \rho > 0 \), we denote by \( A(p) \) the lattice of points \((\rho x, \rho y)\), where \( x, y \) take all integral values, and write \( g(\rho) \) for the number of points of \( A(p) \) (apart from the origin \( 0 \)) which belong to the bounded region \( P \). We call

\[(24.10.1) \quad V = \lim_{\rho \to 0} \rho^{2} g(\rho)\]

the area of \( P \), if the limit exists. This definition embodies the only property of area which we require in what follows. It is clearly equivalent to any natural definition of area for elementary regions such as polygons, ellipses, etc.
We prove first

**Theorem 458.** If $P$ is a bounded plane region with an area $V$ which is less than 1, there is a lattice of determinant 1 which has no point (except perhaps 0) belonging to $P$.

Since $P$ is bounded, there is a number $N$ such that

$$-N \leq \xi \leq N, \quad -N \leq \eta \leq N$$

for every point $(\xi, \eta)$ of $P$. Let $p$ be any prime such that

$$p > N^2.$$  

Let $u$ be any integer and $A$, the lattice of points $(\xi, \eta)$, where

$$\xi = \frac{X}{\sqrt{p}}, \quad \eta = \frac{uX + pY}{\sqrt{p}}$$

and $X$, $Y$ take all integral values. The determinant of $A$ is 1. If Theorem 458 is false, there is a point $T_u$ belonging to both $A$, and $P$ and not coinciding with 0. Let the coordinates of $T_u$ be

$$\xi_u = \frac{X_u}{\sqrt{p}}, \quad \eta_u = \frac{uX_u + pY_u}{\sqrt{p}}.$$ 

If $X_u = 0$, we have

$$\sqrt{p}|Y_u| = |\eta_u| \leq N < \sqrt{p}$$

by (24.10.2) and (24.10.3). It follows that $Y_u = 0$ and $T_u$ is 0, contrary to our hypothesis. Hence $X_u \neq 0$ and

$$0 < |X_u| = \sqrt{p}|\xi_u| \leq N \sqrt{p} < p.$$ 

Thus

$$X_u \equiv 0 \pmod{p}. \quad (24.10.4)$$

If $T_u$ and $T_v$ coincide, we have

$$X_u = X_v, \quad uX_u + pY_u = vX_v + pY_v$$

and so

$$X_u(u-v) \equiv 0, \quad u \equiv v \pmod{p}$$

by (24.10.4). Hence the $p$ points

$$T_0, T_1, T_2, \ldots, T_{p-1}$$

are all different. Since they all belong to $P$ and to $A(p^{-1})$, it follows that

$$g(p^{-1}) > p.$$ 

But this is false for large enough $p$, since

$$p^{-1}g(p^{-1}) \rightarrow v < 1$$

by (24.10.1). Hence Theorem 458 is true.
For our next result we require the idea of **visible** points of a lattice introduced in Ch. III. A point \( T \) of \( \Lambda(\rho) \) is **visible** (i.e. visible from the origin) if \( T \) is not 0 and if there is no point of \( A(p) \) on \( OT \) between 0 and \( T \). We write \( f(p) \) for the number of visible points of \( \Lambda(\rho) \) belonging to \( P \) and prove the following lemma.

**Theorem 459:** \( \rho^2 f(\rho) \to \frac{V}{\zeta(2)} \) as \( \rho \to 0 \).

The number of points of \( A(p) \) other than 0, whose coordinates satisfy

\[
(2[N/\rho] + 1)^2 - 1.
\]

Hence

\[
(24.10.2)
\]

is

\[
f(\rho) = g(\rho) = 0 \quad (\rho > N)
\]

and

\[
(24.10.6)
\]

\[
f(\rho) \leq g(\rho) < 9N^2/\rho^2
\]

for all \( \rho \).

Clearly \( (\rho x, \rho y) \) is a visible point of \( \Lambda(\rho) \) if, and only if, \( x, y \) are coprime. More generally, if \( m \) is the highest common factor of \( x \) and \( y \), the point \( (\rho x, \rho y) \) is a visible point of \( A(mp) \) but not of \( \Lambda(k\rho) \) for any integral \( k \neq m \). Hence

\[
g(\rho) = \sum_{m=1}^{\infty} f(m\rho).
\]

By Theorem 270, it follows that

\[
f(\rho) = \sum_{m=1}^{\infty} \mu(m) g(m\rho).
\]

The convergence condition of that theorem is satisfied trivially since, by (24.10.6), \( f(m\rho) = g(m\rho) = 0 \) for \( m\rho > N \). Again, by Theorem 287,

\[
\frac{1}{\zeta(2)} = \sum_{m=1}^{\infty} \frac{\mu(m)}{m^2}
\]

and so

\[
(24.10.8)
\]

\[
\rho^2 f(\rho) - \frac{V}{\zeta(2)} = \sum_{m=1}^{\infty} \frac{\mu(m)}{m^2} \left\{ m^2 \rho^2 g(m\rho) - V \right\}.
\]

Now let \( \epsilon > 0 \). By (24.10.1), there is a number \( \rho_1 = \rho_1(\epsilon) \) such that

\[
|m^2 \rho^2 g(m\rho) - V| < \epsilon
\]

whenever \( mp < \rho_1 \). Again, by (24.10.7),

\[
|m^2 \rho^2 g(m\rho) - V| < 9N^2 + V
\]

\( \epsilon \)\( \epsilon \).
for all \( m \). If we write \( M = [\rho_1/\rho] \), we have, by \( (24.10.8) \),

\[
\rho^2 f(\rho) - \frac{V}{\zeta(2)} < \varepsilon \sum_{m=1}^{M} \frac{1}{m^2} + (9N^2 + V) \sum_{m=M+1}^{\infty} \frac{1}{m^2}
\]

\[
< \frac{\varepsilon \pi^2}{6} + \frac{9N^2 + V}{M+1} < 3% 
\]

if \( \rho \) is small enough to make

\[
M = [\rho_1/\rho] > (9N^2 + V)/\varepsilon.
\]

Since \( \varepsilon \) is arbitrary, Theorem 459 follows at once.

We can now show that the condition \( V < 1 \) of Theorem 458 can be relaxed if we confine our result to regions of a certain special form. We say that the bounded region \( P \) is a star region provided that (i) \( 0 \) belongs to \( P \), (ii) \( P \) has an area \( V \) defined by \( (24.10.1) \), and (iii) if \( T \) is any point of \( P \), then so is every point of \( OT \) between 0 and \( T \). Every convex region containing 0 is a star region; but there are star regions which are not convex. We can now prove

**Theorem 460.** If \( P \) is a star region, symmetrical about 0 and of area \( V < 2\zeta(2) = \frac{1}{3}\pi^2 \), there is a lattice of determinant 1 which has no point (except possibly 0) in \( P \).

We use the same notation and argument as in the proof of Theorem 458. If Theorem 460 is false, there is a \( T_u \), different from 0, belonging to \( \Lambda_u \) and to \( P \).

If \( T'_u \) is not a visible point of \( \Lambda(p^{-1}) \), we have \( m > 1 \), where \( m \) is the highest common factor of \( X_u \) and \( uX_u + pY_u \). By \( (24.10.4) \), \( p \parallel X_u \) and so \( p \not\parallel m \). Hence \( m \mid Y_u \). If we write \( X_u = mX'_u \), \( Y_u = mY'_u \), the numbers \( X'_u \) and \( uX'_u + pY'_u \) are coprime. Thus the point \( T'_u \), whose coordinates are

\[
\frac{X'_u}{\sqrt{p}}, \quad \frac{uX'_u + pY'_u}{\sqrt{p}},
\]

belongs to \( \Lambda \), and is a visible point of \( \Lambda(p^{-1}) \). But \( T'_u \) lies on \( OT_u \) and so belongs to the star region \( P \). Hence, if \( T_u \) is not visible, we may replace it by a visible point.

Now \( P \) contains the \( p \) points

\[
(24.10.9) \quad T_0, T_1, \ldots, T_{p-1},
\]

all visible points of \( \Lambda(p^{-1}) \), all different (as before) and none coinciding with 0. Since \( P \) is symmetrical about 0, \( P \) also contains the \( p \) points

\[
(24.10.10) \quad \overline{T}_0, \overline{T}_1, \ldots, \overline{T}_{p-1},
\]

where \( \overline{T}_u \) is the point \((-\xi_u, -\eta_u)\). All these \( p \) points are visible points...
of $\Lambda(p^{-1})$, all are different and none is 0. Now $T_u$ and $\bar{T}_u$ cannot coincide (for then each would be 0). Again, if $u \neq v$ and $T_u$ and $\bar{T}_v$ coincide, we have

$$X_u = -X_v, \quad uX_u + pY_u = -vX_v - pY_v,$$

$$(u-v)X_u \equiv 0, \quad X_u \equiv 0 \text{ or } u \equiv v \pmod{p},$$

both impossible. Hence the $2p$ points listed in (24.10.9) and (24.10.10) are all different, all visible points of $\Lambda(p^{-1})$ and all belong to $\mathbb{P}$ so that (24.10.11)

$$f(p^{-1}) \geq 2p.$$

But, by Theorem 459, as $p \to \infty$,

$$p^{-1}f(p^{-1}) \to 6V/n^2 < 2$$

by hypothesis, and so (24.10.11) is false for large enough $p$. Theorem 460 follows.

The above proofs of Theorems 458 and 460 extend at once to $n$ dimensions. In Theorem 460, $\zeta(2)$ is replaced by $\zeta(n)$.

### Notes on Chapter XXIV

§ 24.1. Minkowski's writings on the geometry of numbers are contained in his books *Geometrie der Zahlen* and *Diophantische Approximationen*, already referred to in the note on § 3.10, and in a number of papers reprinted in his *Gesammelte Abhandlungen* (Leipzig, 1911). The fundamental theorem was first stated and proved in a paper of 1891 (Gesammelte Abhandlungen, i. 255). There is a very full account of the history and bibliography of the subject, up to 1936, in Koksma, chs. 2 and 3, and a survey of recent progress by Davenport in *Proc. International Congress Math.* (Cambridge, Mass., 1950), 1 (1952), 166-74.

Siegel (*Acta Math.* 65 (1935), 307-23) has shown that if $V$ is the volume of a convex and symmetrical region $R$ containing no lattice point but 0, then

$$2^n = V + V^{-1} \sum |I|^2,$$

where each $I$ is a multiple integral over $R$. This formula makes Minkowski's theorem evident.

Minkowski (*Geometrie der Zahlen*, 211-19) proved a further theorem which includes and goes beyond the fundamental theorem. We suppose $R$ convex and symmetrical, and write $\lambda R$ for $R$ magnified linearly about 0 by a factor $\lambda$. We define $\lambda_1, \lambda_2, \ldots, \lambda_n$ as follows: $\lambda_1$ is the least $\lambda$ for which $\lambda R$ has a lattice point $P_1$ on its boundary; $\lambda_2$ the least for which $\lambda R$ has a lattice point $P_2$ not collinear with 0 and $P_1$ on its boundary; $\lambda_3$ the least for which $\lambda R$ has a lattice point $P_3$, not coplanar with 0, $P_1$, and $P_2$, on its boundary; and so on. Then

$$0 < \lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n$$

(A., for example, being equal to $\lambda_1$ if $\lambda_1 R$ has a second lattice point, not collinear with 0 and $P_1$, on its boundary); and

$$\lambda_1 \lambda_2 \ldots \lambda_n V \leq 2^n.$$

The fundamental theorem is equivalent to $\lambda^n V \leq 2^n$. Davenport [*Quarterly Journal of Math.* (Oxford), 10 (1939), 117–21] has given a short proof of the more general theorem.
§ 24.2. All these applications of the fundamental theorem were made by Minkowski.

Siegel, Math. Annalen, 87 (1922), 36–8, gave an analytic proof of Theorem 448: see also Mordell, ibid. 103 (1930), 38-47.

Hajós, Math. Zeitschrift, 47 (1941), 427-67, has proved an interesting conjecture of Minkowski concerning the 'boundary case' of Theorem 448. Suppose that $\alpha = 1$, so that there are integral $x_1, x_2, \ldots, x_n$ such that $|\xi_r| \leq 1$ for $r = 1, 2, \ldots, n$. Can the $x_r$ be chosen so that $|\xi_r| < 1$ for every $r$? Minkowski's conjecture, now established by Hajós, was that this is true except when the $\xi_r$ can be reduced, by a change of order and a unimodular substitution, to the forms

$$51 - x_1, \quad \xi_2 = 2 \alpha x_1 + x_2, \quad \ldots, \quad \xi_n = \alpha x_1 + \alpha x_2 + \ldots + x_n.$$

The conjecture had been proved before only for $n \leq 7$.

The first general results concerning the minima of definite quadratic forms were found by Hermite in 1847 (Œuvres, i, 100 et seq.): these are not quite so sharp as Minkowski's.

§ 24.3. The first proof of this character was found by Hurwitz, Göttinger Nachrichten (1897), 139-45, and is reproduced in Landau, Algebraische Zahlen, 34-40. The proof was afterwards simplified by Weber and Wellstein, Math. Annalen, 73 (1912), 275-85. Mordell, Journal London Math. Soc. 8 (1933), 179-82, and Rado, ibid. 9 (1934), 164-5 and 10 (1933), 115. The proof given here is substantially Rado's (reduced to two dimensions).

§ 24.5. Theorem 453 is in Gauss, D.A., § 171. The corresponding results for forms in $\eta$ variables are known only for $\eta \leq 8$: see Koksma, 24, and Mordell, Journal London Math. Soc. 19 (1944), 3-6.

§ 24.6. Theorem 454 was first proved by Korkine and Zolotareff, Math. Annalen 6 (1873), 366-89 (369). Our proof is due to Professor Davenport. See Macbeath, Journal London Math. Soc. 22 (1947), 261-2, for another simple proof. Theorem 193 and 454. Theorem 454 is the first of a series of theorems, due mainly to Markoff, of which there is a systematic account in Dickson, Studies, ch. 7. If $\xi \eta$ is not equivalent either to (24.6.2) or to

(a) \[ 8^{-1}|\Delta|(a^2 + 2xy - y^2), \]

then \[ |\xi \eta| < 8^{-1}|\Delta| \]

for appropriate $x, y$; if it is not equivalent either to (24.6.2), to (a), or to

(b) \[ (221)^{-1}|\Delta|(5x^2 + 11xy - 5y^2), \]

then \[ |\xi \eta| < 5(221)^{-1}|\Delta| \]

and so on. The numbers on the right of these inequalities are

(c) \[ m(9m^2 - 4)^{-1}, \]

where $m$ is one of the 'Markoff numbers' 1, 2, 5, 13, 29, \ldots; and the numbers (c) have the limit \[ \frac{1}{2}. \] See Cassels, Annals of Math. 50 (1949), 676-85 for a proof of these theorems.

There is a similar set of theorems associated with rational approximations to an irrational $\xi$, of which the simplest is Theorem 193: see §§ 11.8-10, and Koksma, 31-33.

London Math. Soc. 16 (1941), 98-101] has solved the corresponding problem for \( n = 3 \). We can make
\[
|\xi_1 \xi_2 \xi_3| < \frac{1}{3} |\Delta|
\]
unless
\[
\xi_1 \xi_2 \xi_3 \sim \frac{1}{4} \prod \left( x_1 + \theta x_2 + \theta^2 x_3 \right),
\]
where the product extends over the roots \( \theta \) of \( \theta^3 + \theta^2 - 2\theta - 1 = 0 \). Mordell, in Journal London Math. Soc. 17 (1942), 107-15, and a series of subsequent papers in the Journal and Proceedings, has obtained the best possible inequality for the minimum of a general binary cubic form with given determinant, and has shown how Davenport’s result can be deduced from it; and this has been the starting-point for a considerable body of work, by Mordell, Mahler, and Davenport, on lattice points in non-convex regions.

The corresponding problem for \( n > 3 \) has not yet been solved.

Minkowski [Göttinger Nachrichten (1904), 311-35; Gesammelte Abhandlungen, ii. 3-42] found the best possible result for \( |\xi_1| + |\xi_2| + |\xi_3| \), viz.
\[
|\xi_1| + |\xi_2| + |\xi_3| < \left( \frac{16}{9} |\Delta| \right)^{\frac{1}{3}}.
\]
No simple proof of this result is known, nor any corresponding result with \( n > 3 \).


It is easy to prove the truth of the conjecture when the coefficients of the forms are rational.

Tchebotaref’s theorem appeared in Bulletin Univ. Kasan (2) 94 (1934), Heft 7, 3-16; the proof is reproduced in Zentralblatt für Math. 18 (1938), 110-11. Mordell [Vierteljahrschrift d. Naturforschenden Ges. in Zürich, 85 (1940), 47-50] has shown that the result may be sharpened a little. See also Davenport, Journal London Math. Soc. 21 (1946), 28-34.
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INDEX OF SPECIAL SYMBOLS

The references give the section and page where the definition of the symbol in question is to be found. We include all symbols which occur frequently in standard senses, but not symbols which, like $S(m,n)$ in §5.6, are used only in particular sections.

Symbols in the list are sometimes also used temporarily for other purposes, as is $y$ in §3.11 and elsewhere.

General analytical symbols

$O, o, \sim, \prec, \succ, |f|, A$ (unspecified constant) § 1.6 p. 7

$\min(x, y), \max(x, y)$ § 5.1 p. 48

$e(\tau) = e^{2\pi i\tau}$ § 5.6 p. 54

$[x]$ § 6.11 p. 74

$(x), \bar{x}$ § 11.3 p. 156

$[a_0, a, \ldots, a, l]$ (continued fraction) § 10.1 p. 129

$p_n, q_n$ (convergents) § 10.2 p. 130

$a_n, b_n$ §§ 10.5, 10.9 pp. 133, 139

$q_n$ §§ 10.7, 10.9 pp. 137, 140

Symbols of divisibility, congruence, etc.

$b \mid a, b \not\mid a$ § 1.1 p. 1

$(a, b), (a, b, \ldots, k)$ § 2.9 p. 20

$\{a, b\}$ § 5.1 p. 48

$x \equiv a \pmod{m}, x \not\equiv a \pmod{m}$ § 5.2 p. 49

$f(x) \equiv g(x) \pmod{m}$ § 7.2 p. 82

$g(x)|f(x) \pmod{m}$ § 7.3 p. 83

$\frac{1}{i} \pmod{m}, \frac{b}{a} \pmod{m}$ § 7.8 p. 89

$k(1)$ § 12.2 p. 178

$k(i)$ § 12.2 p. 179

$k(\rho)$ § 12.2 p. 179

$k(\vartheta)$ § 14.1 p. 204

$\beta \mid \alpha, \beta \not\mid \alpha, \alpha \equiv \beta \pmod{m}$ [in $k(i)$ and other fields] §§ 12.5 (p. 182), 12.9 (p. 188), 14.4 (p. 208), 15.2 (p. 219)

$\epsilon$ (unity) §§ 12.4 (p. 181), 12.6 (p. 182), 14.4 (p. 208)

$N_{\alpha}$ (norm) §§ 12.6 (p. 182), 12.9 (p. 187), 14.4 (p. 208)
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\[ \prod_p f(p), \quad \prod_{p\mid n} f(p) \quad \S 5.1 \quad \text{p. 48 (f.n.)} \]

\[ a \mathcal{R} p, \quad a \mathcal{N} p, \quad \theta \frac{a}{p} \quad \S 6.5 \quad \text{pp. 67-8} \]

Special numbers and functions

\[ \pi(x) \quad \S 1.5 \quad \text{p. 6} \]
\[ P_n \quad \S 1.5 \quad \text{p. 6} \]
\[ F_n \text{ (Fermat number)} \quad \S 2.4 \quad \text{p. 14} \]
\[ M_n \text{ (Mersenne number)} \quad \S 2.5 \quad \text{p. 16} \]
\[ \mathfrak{C}_n \text{ (Farey series)} \quad \S 3.1 \quad \text{p. 23} \]
\[ y \text{ (Euler's constant)} \quad \S 4.2, 18.2 \quad \text{pp. 39 (f.n.), 264 (f.n.)} \]
\[ \phi(m) \quad \S 5.5 \quad \text{p. 52} \]
\[ c_q(n) \quad \S 5.6 \quad \text{p. 55} \]
\[ \mu(n) \quad \S 16.3 \quad \text{p. 234} \]
\[ d(n), \sigma_k(n), \sigma(n) \quad \S 16.7 \quad \text{p. 238} \]
\[ r(n), d_1(n), d_3(n) \quad \S 16.9 \quad \text{pp. 240-1} \]
\[ \chi(n) \quad \S 16.9 \quad \text{p. 240} \]
\[ \zeta(s) \quad \S 17.2 \quad \text{p. 245} \]
\[ \Lambda(n) \quad \S 17.7 \quad \text{p. 253} \]
\[ p(n) \quad \S 19.2 \quad \text{p. 273} \]
\[ g(k), G(k) \quad \S 20.1 \quad \text{p. 298} \]
\[ v(k) \quad \S 21.7 \quad \text{p. 325} \]
\[ P(k, j) \quad \S 21.9 \quad \text{pp. 328-9} \]
\[ \delta(x), \psi(x) \quad \S 22.1 \quad \text{p. 340} \]
\[ U(x) \quad \S 22.1 \quad \text{p. 340} \]
\[ \omega(n), \Omega(n) \quad \S 22.10 \quad \text{p. 354} \]

Words

We add references to the definitions of a small number of words and phrases which a reader may find difficulty in tracing because they do not occur in the headings of sections.

- standard form of \( n \) \quad \S 1.2 \quad \text{p. 2}
- of the same order of magnitude \quad \S 1.6 \quad \text{p. 7}
- asymptotically equivalent, asymptotic to \quad \S 1.6 \quad \text{p. 8}
- almost all (integers) \quad \S 1.6 \quad \text{p. 8}
- almost all (real numbers) \quad \S 9.10 \quad \text{p. 122}
- quadratfrei \quad \S 2.6 \quad \text{p. 16}
- highest common divisor \quad \S 2.9 \quad \text{p. 20}
- unimodular transformation \quad \S 3.6 \quad \text{p. 28}
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Section</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>least common multiple</td>
<td>§ 5.1</td>
<td>48</td>
</tr>
<tr>
<td>coprime</td>
<td>§ 5.1</td>
<td>48</td>
</tr>
<tr>
<td>multiplicative function</td>
<td>§ 5.5</td>
<td>53</td>
</tr>
<tr>
<td>primitive root of unity</td>
<td>§ 5.6</td>
<td>55</td>
</tr>
<tr>
<td>a belongs to d (mod m)</td>
<td>§ 6.8</td>
<td>71</td>
</tr>
<tr>
<td>primitive root of m</td>
<td>§ 6.8</td>
<td>71</td>
</tr>
<tr>
<td>minimal residue (mod m)</td>
<td>§ 6.11</td>
<td>73</td>
</tr>
<tr>
<td>Euclidean number</td>
<td>§ 11.5</td>
<td>159</td>
</tr>
<tr>
<td>Euclidean construction</td>
<td>§ 11.5</td>
<td>159</td>
</tr>
<tr>
<td>algebraic field</td>
<td>§ 14.1</td>
<td>204</td>
</tr>
<tr>
<td>simple field</td>
<td>§ 14.7</td>
<td>212</td>
</tr>
<tr>
<td>Euclidean field</td>
<td>§ 14.7</td>
<td>212</td>
</tr>
<tr>
<td>linear independence of numbers</td>
<td>§ 23.4</td>
<td>379</td>
</tr>
</tbody>
</table>
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